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Foreword

Many large projects in the networking industry, especially in the professional services or consulting arenas, have
started with the statements: " There's something wrong in the network!" or the famous "The network is slow!" A
large part of a networking consultant's working life can be devoted to identifying and resolving the underlying
cause of those statements. When asked to resolve a networking issue, a consultant must grasp the problem (both
actual and perceived), understand the environment of the problem (networking as well as organizational), and
make intelligent guesses about the nature of the problem. The consultant must then drill down to find the exact
nature of the problem, test the hypotheses, and then recommend or implement a solution.

The author of this book, Matt Castelli, and | have collaborated on a number of such projects. The challenge to the
networking consultant is not only to have technical expertise, but to apply this expertise efficiently in an
environment that is both complex and dynamic. Not only do today's networks entail transmission of data to and
from a myriad of hosts, but also over a collection of different media, even within one network. If one looks at
another network, many facets of the network will be different. Such is the result of the widespread application of
standards in networks. There are now many ways to get a result. Matt not only understands the ins and outs of
these complex issues, but he presents the issues in a manner that makes it more manageable for a consultant to
apply the knowledge to the problem.



Cisco Press has numerous books on networking. What Matt offers in this book is something that | have not seen
presented elsewhere. Network Consultants Handbook is a must-have for those professionals who need to solve
various complex networking problems on a daily basis. The reader gets a general overview, followed by building
blocks for bringing a consulting project to a successful resolution.

As afellow networking professional, | am pleased to see Maitt bring his years of experience in consulting and
breadth of knowledge to bear on this book.

Jeffrey F. Stevenson
Director, Systems Engineering
Quarry Technologies, Inc.

Introduction

During the course of atypical day—if there is such athing as a "typical" day—network consultants are bombarded
with questions coming from all directions. These questions come from customers, peers, sales and marketing
teams, network administrators, and so on, and the list seems neverending at times. Network consultants, designers,
engineers, managers, and so on have developed an instinct over time and sometimes cringe or develop other
nervous habits when the phrase, "Y ou got a second?' is uttered.

To the uninitiated, this question seems innocent enough, but after awhile they, too, develop the same cringe or
nervous habit.

The reason is this: Networks are like snowflakes; no two are alike. This is the challenge that network consultants,
engineers, managers, designers, and anyone else involved with a telecommunications network must face every day.



The question "Y ou got a second?' is often followed by the question’s recipient researching through several
volumes, Web sites, old e-mails, rolodexes of contacts, and so on in an effort to find the answer to that seemingly
simple question. During this flurry of books, paper, Web sites, phone calls, and voice mails, the questioner
sometimes says to himself, "l thought this person knew it all" or "What's the big deal ?"

The big deal is that the telecommunications industry is in such a dynamic and fluid state that it is nearly impossible
for someone to keep up with everything, leaving many individuals to become Subject Matter Experts, or SMEs, in
one or several technologies. This specialization does not relieve the consultant (or whoever was the recipient of the
"seemingly simple" question) of the responsibility of knowing something about everything. A "Jack of all trades,
master of none" mentality begins to develop.

Not only do network consultants, engineers, managers, and so on face the everyday challenging task of managing
and maintaining these networks and answering questions about past, current, or future (proposed) technology, but
consultants and others must also document, review, analyze, and find ways to improve these networks. They are
often looking for ways to cut costs, while maintaining the same, if not better, level of serviceto their users. Before
a consultant or another can review a network, he must have a clear understanding of the network in question,
whether it is a current or planned implementation. Just as no two networks are alike, documentation of such
networks follows suit. Often networks are not so much documented as they are drawn—on white boards or with
drawing software packages—with little supporting configuration information.

In the course of asingle morning, | was the recipient of such questions including, but not limited to the following:
Ethernet standards and limitations, Voice over Frame Relay, differences between and history of AMI and B8ZS
line coding (and limitations of AMI), FRASI, and review of a customer's network document—and all this before
lunch!

One of the questions asked was: "Isn't there a book or Web site that has all of this stuff?' That was the most
poignant question of all, and one that caught my attention above all the others.



There was no single resource that | could read through and get what | needed, quickly and easily. Just as there was
no single resource that helped me prepare documentation for my customer’s current or proposed networks.

This same question further spawned an idea, an idea that was kicked around for a few years that resulted from my
suffering through a"typical" day. | began to gather these books, Web sites, and old e-mails. | further created some
document templates, and amassed what amounted to a labor of love: a collection of this information that, although
organized in afashion that would make Dewey Decimal cry, was still useful and served as my everyday resource.

What you hold in your hands, and can view on the Internet at www.ciscopress.com/1587050390, is the result of
that fateful question "Isn't there a book or Web site that has all of this stuff?"

Purpose of This Book

The purpose of this book is to provide a resource to consultants and engineers to audit (assess), analyze, and
evaluate any current or future network environment. Resources include form templates to complete during a
network audit, necessary device commands to aid in obtaining necessary information, and consistent forms to aid
in documentation.

This book is intended for anyone who designs, manages, sells, administrates, or desires to understand various
internetworking technologies, without wading through the sometimes intense discussions, standards documents,
books, or white papers involved.

This book is presented as a "greatest hits' of internetworking technologies, augmenting Cisco Press's
Inter networ king Technologies Handbook: Third Edition, with the addition of insight into some of the technology’s
infrastructure, as well as documentation templates and analysis guidelines.



How This Book Can Be Used

This book is intended to be used as aresource in whatever fashion the reader seesfit, either as a desktop reference
resource or in the field where the tables and calculations help provide near-real time answers to internetworking
issues and challenges.

The Twelve Networking Truths

One last note: | invite you to read the following, RFC 1925 by Ross Callon, perhaps ironically published April 1,
1996. Herein are the Twelve Networking Truths. Those in the know will nod silently, smirk, and perhaps chuckle.
The uninitiated should consider themselves encouraged and shown the light.

The Twelve Networking Truths
Status of This Memo

This memo provides information for the Internet community. This memo does not specify an Internet standard of
any kind. Distribution of this memo is unlimited.

Abstract

This memo documents the fundamental truths of networking for the Internet community. This memo does not
specify a standard, except in the sense that all standards must implicitly follow the fundamental truths.

Acknowledgments



The truths described in this memo result from extensive study over an extended period of time by many people,
some of whom did not intend to contribute to this work. The editor merely has collected these truths, and would
like to thank the networking community for originally illuminating these truths.

1. Introduction

This Request For Comments (RFC) provides information about the fundamental truths underlying all
networking. These truths apply to networking in general, and are not limited to TCP/IP, the Internet, or any
other subset of the networking community.

2. The Fundamental Truths

1.
2.

It Has To Work.
No matter how hard you push and no matter what the priority, you can't increase the speed of light.

(2A) (corollary). No matter how hard you try, you can’t make a baby in much less than 9 months.
Trying to speed this up *might* make it slower, but it won't make it happen any quicker.

With sufficient thrust, pigs fly just fine. However, thisis not necessarily agood idea. It is hard to be
sure where they are going to land, and it could be dangerous sitting under them as they fly overhead.
Some things in life can never be fully appreciated nor understood unless experienced firsthand. Some
things in networking can never be fully understood by someone who neither builds commercial
networking equipment nor runs an operational network.

It is always possible to agglutinate multiple separate problems into a single complex interdependent
solution. In most cases, thisis a bad idea.

It is easier to move a problem around (for example, by moving the problem to a different part of the
overall network architecture) than it isto solve it.



(6A) (corollary). It is always possible to add another level of indirection.
7. It isaways something.
(7A) (corollary). Good, Fast, Cheap: Pick any two (you can't have all three).

It is more complicated than you think.
For all resources, whatever it is, you need more.

© ©

(9A) (corollary) Every networking problem always takes longer to solve than it seems like it should.

10.0ne size never fits al.
11.Every old ideawill be proposed again with a different name and a different presentation, regardless of

whether it works.

(11A) (corollary). Seerule 6a.

12.1n protocol design, perfection has been reached not when there is nothing left to add, but when thereis
nothing left to take away.

Feedback

Feedback, as aways, is appreciated. This book is intended to be a living volume, with updates and modifications as
current standards change and new standards are introduced. The templates herein are designed as a starting point,
and | certainly encourage you to use these, create your own, or use some combination of the two. If you find a
method or document design that works better than what is presented here and would like to shareit, |
wholeheartedly encourage you to do so.



| can be contacted either in care of Cisco Press, or directly at mjcastelli @earthlink.net.

Chapter 1. Open System Interconnection (OSI) Model

Although practically every networking book on the market today discusses the Open System Interconnection (OSl)
model, its importance should not be taken for granted. For this reason, the OSI model will be discussed here as it
pertains to local-area networks (LANS) and wide-area networks (WANS).

OSI| Reference Model

The OSI reference model describes how information from a user or client application in one host or computer
moves through an internetwork to an application on another host. The OSI model is a conceptual model composed
of seven layers, each specifying particular network functions (see Figure 1-1).

Figure 1-1. OSI Reference Model



Layer 7 Application
Layer 6 Presentation
Layer 5 Session
Layer 4 Transport
Layer 3 Metwork
Layer 2 Data Link
Layer 1 Physical

The OSI model was developed by the International Organization for Standardization (1SO) in 1984, and is now
considered the primary architectural model for internetwork communications. Each layer of the model is
reasonably self contained, so that tasks assigned to each layer can be implemented independently. This design
enables the solutions offered by one layer to be updated without adversely affecting the other layers, and is critical
among internetwork vendors who want to focus their research and development on one particular function rather
than the entire OSI model.

OSI Layer Characteristics

The seven layers of the OSI model can be divided into two categories:



Upper layers— Deal with application issues and are implemented primarily in the client software. The
highest layer, Layer 7 (application), is the closest layer to the end user. Both users and application-layer
processes interact with software applications that contain a communications component. Sometimes the term
"upper layer" is used to refer to any layer above another layer in the OSI model.

Lower layers— Handle data transport across the internetwork. The physical and data link layers are
implemented in both hardware and software environments. The other lower layers, network and transport,
are generally implemented only in software environments. The lowest layer, physical, is closest to the
physical network medium. It is responsible for placing information on the medium in the form of bits.

OSI Model Layers

The OSI reference model has seven layers. They are, starting from Layer 1, physical, data link, network, transport,
session, presentation, and application.

Layer 1: Physical Layer

Physical layer (Layer 1) specifications, which are typically standards from other organizations to which OS| refers,
deal with the physical characteristics of the physical medium. Connectors, pins, use of pins, electrical currents,
encoding, and light modulation are all part of different physical layer specifications. Multiple specifications are
sometimes used to complete all details of the physical layer. For example, RJ-45 defines the shape of the connector
and the number of wires/pins in the cable. Ethernet and 802.3 define the use of wires/pins 1, 2, 3, and 6. To use a
category 5 cable with an RJ-45 connector for an Ethernet connection, Ethernet and RJ-45 physical layer
specifications are used.

Examples of Layer 1 (physical) protocol specifications include EIA/TIA-232, EIA/TIA-449, V.35, V.24, RJ}-45,
Ethernet, IEEE 802.3, IEEE 802.5, FDDI, NRZI, NRZ, and B8ZS (see Figure 1-2).



Figure 1-2. OSI Model Layer 2: Sublayers

Layer 2: Data Link Layer

The data link (Layer 2) specifications involve getting data across one particular link or medium. The data link
protocols define delivery across an individual link. These protocols are concerned with the type of mediain
guestion. For example, 802.3 and 802.2 are specifications from the | EEE, which are referenced by OSI as valid
datalink (Layer 2) protocols. These specifications define how Ethernet works. Other protocols, such as High-Level
Data Link Control (HDLC) for a point-to-point WAN link, deal with the different details of aWAN link. OSl, like
other networking models or architectures, often does not create original specifications for the data link layer, but
instead relies on other standards bodies to create new data link and physical layer standards.

Examples of Layer 2 (data link) protocol implementations include Frame Relay, HDL C, PPP, IEEE 802.3/802.2,
FDDI, ATM, and | EEE 802.5/802.2.

Layer 3: Network Layer
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This layer defines end-to-end delivery of packets. To accomplish this delivery, the network layer defines logical
addressing so that any endpoint can be identified. It also defines how routing works and how routes are learned so
the packets can be delivered. In addition, the network layer defines how to fragment a packet into smaller packets
to accommodate media with smaller maximum transmission unit (M TU) sizes. The network layer of OSI defines
most of the details that a router considers when routing OSI. For example, |P that is running in arouter is
responsible for examining the destination | P address of a packet, comparing that address to the | P routing table,
fragmenting the packet if the outgoing interface requires smaller packets, and queuing the packet to be sent out the
interface.

Examples of Layer 3 (network) protocols include IP, IPX, and AppleTalk DDP.
Layer 4: Transport Layer

Layer 4 includes the choice of protocols that either do or do not provide error recovery. Reordering of the incoming
data stream when segments arrive out of order is included within the Layer 4 mechanism. If the packet is
fragmented during transmission, the data is reassembled at this layer. For example, TCP might give a 4200-byte
segment of datato | P for delivery. IP will fragment the data into smaller sizes if a 4000-byte packet could not be
delivered across some media. Each receiving TCP might get three different segments of 1400 bytes. The receiving
TCP might receive these in a different order as well, so it reorders the received segments, compiles them into the
original 4200-byte segment, and then is able to move on to acknowledging the data.

Examples of Layer 4 (transport) protocols include TCP, UDP, and SPX.
Layer 5: Session Layer

The session layer defines how to start, control, and end conversations, also called sessions. This includes the
control and management of multiple bidirectional messages so that the application can be notified if only some of a



series of messages are completed. For example, an Automated Teller Machine (ATM) transaction in which you get
cash out of your checking account should not debit your account and fail before handing you the cash, and then
record the transaction even though you did not receive money. The session layer creates ways to imply which
flows are part of the same transaction and which flows must be completed before a transaction is considered
complete.

Examples of Layer 5 (session) protocols include RPC, SQL, NetBIOS names, AppleTalk ASP, and DECnet SCP.
NOTE

NFS is an application layer protocol. It works with XDR (External Data Representation) at the presentation layer
and NFS to provide the transparent access of remote data to users. The three-layer stack was developed by Sun
Microsystems and is documented on the Internet in Request for Comments (RFCs).

Layer 6: Presentation Layer

This layer’s main purpose is to define data formats, such as ASCI| text, EBCDIC text, binary, BCD, and JPEG.
OSl also defines encryption as a presentation layer service. For example, FTP allows you to choose binary or
ASCII transfer. If binary is chosen, the sender and receiver do not modify the contents of the file. If ASCII is
chosen, the sender translates the text from the sender’s character set to a standard ASCI| and sends the data. The
receiver translates back from the standard ASCI|I to the character set used on the receiving computer.

Examples of Layer 6 (presentation) protocols include TIFF, GIF, JPEF, PICT, ASCII, EBCDIC, Encryption,
MPEG, MIDI, and HTML.

NOTE



The presentation layer is the only layer that can manipulate or change user data. This change is brought about when
data encryption is implemented.

Layer 7: Application Layer

An application that communicates with other computers is implementing OSI application layer concepts. The
application layer refers to communications services to applications. For example, aword processor that lacks
communications capabilities would not implement code for communications; therefore, a word processor
programmer would not be concerned about OSI Layer 7. However, if an option for transferring a file were added,
then the word processor would need to implement OSI Layer 7 (or the equivalent layer in another protocol stack).

Examples of Layer 7 (application) protocols include FTP, WWW browsers, Telnet, NFS, SM TP gateways (Eudora,
cc:mail), SNMP, X.400 mail, and FTAM.

Layering Benefits and Concepts
The layering of protocol specifications has many benefits, which include the following:

It is easier for humans to discuss and learn about the many details of a protocol specification.

It standardizes interfaces between layers. This allows different products to provide functions of only some
layers, such as routers with Layers 1 to 3. It also alows different products to supply parts of the functions of
the protocol, such as Microsoft TCP/IP built into Windows 95, or Eudora Email providing TCP/IP
application layer support. The reference of this capability to allow a package to implement only some layers
of the protocol is called Facilitates Modular Engineering.



The layering of protocol specifications has many benefits, which include:

It creates a better environment for interoperability.

It reduces complexity, allowing easy programming changes and faster product evolution.

Each layer, with the exception of Layer 1 (physical), creates headers only or headers and trailers around the
data when sending, and interprets them when receiving. Anyone examining these headers or trailers for
troubleshooting can find the header or trailer for Layer X and know what type of information should be
found.

The layer below another layer provides services to the higher layer, which makes remembering what each
layer does easier. For example, the network layer needs to deliver data end-to-end. To do this task, the
network layer uses data links to forward the data to the next successive device along that end-to-end path.

Layer Interactions

The following sequence outlines the basics of processing at each layer and explains how each lower layer is
providing a service to the next higher layer:

1. The physical layer (Layer 1) ensures bit synchronization and places the received binary pattern into a buffer
(transfer across a medium). It notifies the data link layer that a frame was received after decoding the
incoming signal into a bit stream.

2. The datalink layer examines the frame check sequence (FCS) in the trailer to determine whether errors
occurred in transmission (error detection). If an error has occurred, the frame is discarded. Some data link
protocols perform error recovery, and some do not. The data link address(es) are examined so the receiving
host can decide whether to process the data further. If the address is the receiving node’s MAC address,
processing continues (physical addressing). The data between the Layer 2 header and trailer is given to the
Layer 3 software on the receiving end. The data link layer delivers the data across the local link.



. The network layer (Layer 3) destination address is examined. If the address is the receiving host’s address,
processing continues (logical addressing) and the data after the Layer 3 header is given to the transport layer
(Layer 4) software, providing the service of end-to-end delivery.

. If error recovery was an option chosen for the transport layer (Layer 4), the counters identifying this piece of
data are encoded in the Layer 4 header along with acknowledgement information (error recovery). After
error recovery and reordering of the incoming data, the data is given to the session layer.

. The session layer (Layer 5) can be used to ensure that a series of messages is completed. For example, this
data might be meaningless if the next four exchanges are not completed. The Layer 5 header includes fields
that signify that this session flow is a middle flow, not an ending flow, in atransaction (transaction tracking).
After the session layer ensures that all flows are completed, it passes the data after the Layer 5 header to the
Layer 6 software.

. The presentation layer (Layer 6) defines and manipulates data formats. For example, if the data is binary
instead of character oriented, the header will state the fact. The receiver will not attempt to convert the data
using the default ASCII character set of Host B. Typically, this type of header is included only for
initialization flows and not with every message being transmitted (data formats). After the data formats have
been converted, the data (after the Layer 6 header) is then passed to the application layer (Layer 7) software.
. The application layer (Layer 7) processes the final header and then examines the true end-user data. This
header signifies agreement to operating parameters by the applications on the sending and receiving hosts.
The headers are used to signal the values for all parameters; therefore, the header is typically sent and
received at application initialization time only. For example, the screen size, colors supported, special
characters, buffer sizes, and other parameters for terminal emulation are included in this header (application
parameters).



Interaction Between Layers on Different Hosts

Layer N must interact with Layer N on another host to successfully implement its functions. For example, Layer 4
(transport layer) can send data, but if another host never acknowledges that data was received, the sender will not
know when to perform error recovery. Likewise, the sending computer encodes a destination network layer (Layer
3) address in the network layer header. If the intervening network devices, such as routers, do not cooperate by
performing their network layer tasks, the packet will not be delivered to the intended destination.

To interact with the same layer on another host, each layer defines either a header (Layers 5to 7), or aheader and a
trailer (Layers 1 to 4). Headers and trailers are additional data bits created by the sending host’s software or
hardware that are placed before or after the data given to Layer N by Layer N+ 1. The information needed for the
layer to communicate with the same layer process on the other computer is encoded in the header and trailer. The
receiving host’s Layer N software or hardware interprets the headers and trailers created by the other host’s Layer

N, learning how Layer N’s processing is being handled in this case.

Figure 1-3 provides a conceptual perspective on this concept of same-layer interactions. The application layer on
the sending host communicates with the application layer on the receiving host. The presentation, session, and
transport layers on both the sending host (Host A) and receiving host (Host B) communicate in a similar fashion.
The bottom three layers of the OSI model—network, data link, and physical—are involved with delivery of the
data. A network device, such as arouter (demonstrated by Router 1), will interconnect the two host devices—in
this case, Host A and Host B. Router 1 isinvolved in this process of data delivery because Router 1 is
interconnected to both Host A's and B's network, data link, and physical layers.

Figure 1-3. OSI Model Internetworking
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Data Encapsulation

The process by which data is handled layer-to-layer through the OSI model is referred to as data encapsulation.
Following are the five steps of encapsulating data, according to Cisco, as data moves from Layer 7 (application) to

Layer 1 (physical).

NOTE

OSl Layer 1 (physical) does not encapsulate data because it does not use headers or trailers.
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User information creates the data (OS| Layers 5-7).
Datais converted to segments (OSI Layer 4).
Segments are converted to packets, or datagrams (OSI Layer 3).
Packets, or datagrams, are converted to frames (OS| Layer 2).
Frames are converted to bits (OS| Layer 1).
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Some common terminology is necessary to discuss the data that a particular layer is processing. Layer N protocol
data unit (PDU) is aterm used to describe a set of bytes that include the Layer N header and trailer, al headers
encapsulated, and the user data. From the perspective of Layer N, the higher layer headers and the user data forms
one large data or information field. The Layer 2 PDU—including the data link header and trailer—is called a
frame. The Layer 3 PDU is called a packet, or sometimes a datagram. The Layer 4 PDU is called a segment.

NOTE

The term "packet" has become a generic term for a piece of a data transmission. It is used, at times, to describe any
of the other layers.

Summary

The importance of having a thorough and fundamental understanding of the OSI model and the interaction of its
layers cannot be stressed enough.

The OSI model comprises seven layers: physical, data link, network, transport, session, presentation, and
application.

As described by Cisco, data encapsulation goes through five steps as it moves through the OSI model from top
(application layer) to bottom (physical layer):

User information creates the data (OS| Layers5to 7).

Datais converted to segments (OSI Layer 4).

Segments are converted to packets, or datagrams (OS| Layer 3).
Packets, or datagrams, are converted to frames (OSl Layer 2).
Frames are converted to bits (OS| Layer 1).
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Each layer of the OSI model can be discussed in the form of Layer N PDU (Protocol Data Unit).

Layer 5to 7 PDU (application, presentation, and session): User data
Layer 4 PDU (transport): Segments

Layer 3 PDU (network): Packets

Layer 2 PDU (data link): Frames

Layer 1 PDU (physical): Bits

Chapter 2. LAN Topologies

The application in use, such as multimedia, database updates, e-mail, or file and print sharing, generally determines
the type of data transmission.

LAN transmissions fit into one of three categories:

Unicast
Multicast
Broadcast

Unicast

With unicast transmissions, a single packet is sent from the source to a destination on a network. The source-node
addresses the packet by using the network address of the destination node. The packet is then forwarded to the
destination network and the network passes the packet to its final destination. Figure 2-1 is an example of a unicast
network.



Figure 2-1. Unicast Network
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Multicast

With a multicast transmission, a single data packet is copied and forwarded to a specific subset of nodes on the
network. The source node addresses the packet by using a multicast address. For example, the TCP/IP suite uses
224.0.0.0 to 239.255.255.255. The packet is then sent to the network, which makes copies of the packet and sends
a copy to each segment with a node that is part of the multicast address. Figure 2-2 is an example of a multicast
network.

Figure 2-2. Multicast Network
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Broadcast

Broadcasts are found in LAN environments. Broadcasts do not traverse a WAN unless the Layer 3 edge-routing
device is configured with a helper address (or the like) to direct these broadcasts to a specified network address.
This Layer 3 routing device acts as an interface between the local-area network (LAN) and the wide-area network

(WAN).



NOTE

Broadcasts will traverse a WAN if the WAN is bridged.

NOTE

Ethernet is a broadcast environment in which one device transmits and all other devices see the transmission.
Ethernet (broadcast) operation should not be confused with other LAN or WAN broadcasts, where the frame
addressed to the broadcast address (a broadcast frame) is copied and forwarded across the network. Figure 2-3 is an
example of a broadcast network.

Figure 2-3. Broadcast Network
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Multimedia broadcast traffic is a much more bandwidth-intensive broadcast traffic type. Multimedia broadcasts,
unlike data broadcasts, typically are several megabits in size; therefore, they can quickly consume network and
bandwidth resources. Broadcast-based protocols are not preferred because every network device on the network
must expend CPU cycles to process each data frame and packet to determine if that device is the intended recipient.
Data broadcasts are necessary in a LAN environment, but they have minimal impact because the data broadcast



frames that are traversing the network are typically small. Broadcast storms can cripple a network in no time
because the broadcasting device uses whatever available bandwidth is on the network.

An example of a data broadcast on a LAN could be a host searching for server resources, such as Novell’'s |PX
GNS (Get Nearest Server) or AppleTalk’s Chooser application.

Unlike data broadcasts, which are usually made up of small frames, multimedia broadcasts are typically several
megabits in size. As aresult, multimedia broadcasts can quickly consume all available bandwidth on a network,
bringing a network and its attached devices to a crawl, if not render them inoperable.

Table 2-1 demonstrates the amount of bandwidth that multimedia applications can consume on a network.

Table 2-1. Multimedia Bandwidth Impact on a LAN (1.5 Mbps!¥ Stream)

\ Link Type \ Full-Screen, Full-Motion Client/Server Connections Supported (1.5 Mbps Stream)

10 Mbps 6t07

100 Mbps 50 to 60

1000 Mbps 250 to 300

M Mbps = megabits per second

For video-conferencing applications, 384 kilobits per second (Kbps) is the recommended maximum bandwidth for
uncompressed data streams. Any bandwidth in excess of 384 Kbps typically will not be noticed by end users and
could be considered a waste of bandwidth—and in some cases, money. Table 2-2 shows multimedia bandwidth
impact on a LAN.



Table 2-2. Multimedia Bandwidth Impact on a LAN (384 Kbps Stream)

Link Type | Full-Screen, Full-Motion Client/Server Connections Supported (384 Kbps Stream)

10 Mbps 24 to 28

100 Mbps {200 to 240

1000 Mbps (1,000 to 1,200

LAN Addressing

LAN (or any internetwork) addresses identify individual or groups of devices. Addressing schemes vary depending
on the protocol family and OSI layer.

MAC Addresses

Media Access Control (MAC) addresses identify network devicesin LANs. MAC addresses are unique for each
LAN interface on adevice. MAC addresses are 48 bits in length and are expressed as 12 hexadecimal digits. The
first six hexadecimal digits, which are administered by the | EEE, identify the manufacturer or vendor and comprise
the organizational unique identifier (OUI). The last six hexadecimal digits comprise the interface serial number, or
another value administered by the specific vendor. MAC addresses are sometimes referred to as burned-in
addresses (Bl As) because they are burned into read-only memory (ROM) and are copied into random-access
memory (RAM) when the interface card initializes.

MAC addresses are supported at the data link layer of the OSI model. According to the IEEE’s specifications,
Layer 2 comprises two components: the MAC sublayer and the logical link control (LLC) sublayer. The MAC



sublayer interfaces with the physical layer (OSI model Layer 1), and the LLC sublayer interfaces with the network
layer (OSI model Layer 3).

Network Layer Addresses

Network layer addresses identify a device at the OS| network layer (Layer 3). Network addresses exist within a
hierarchical address space and sometimes are called virtual or logical addresses.

Network layer addresses have two parts: the network of which the device is a part and the device, or host, number
of that device on that network. Devices on the same logical network must have addresses with the same network
part; however, they will have unique device parts, such as network and host addresses in an IP or IPX network.

For example, an | P address is often expressed as a dotted decimal notation, such as x.x.x.x. Each x in the address
indicates either a network or host number, demonstrated as n.n.h.h. The subnet mask determines where the network
boundary ends and the host boundary begins.

LAN Topologies
Four LAN topologies exist:

Star (Hub-and-Spoke)
Ring

Bus

Tree



Star (Hub-and-Spoke) Topology

All stations are attached by cable to a central point, usually awiring hub or other device operating in asimilar
function.

Several different cable types can be used for this point-to-point link, such as shielded twisted-pair (STP),
unshielded twisted-pair (UTP), and fiber-optic cabling. Wireless media can also be used for communications links.

NOTE

STPis not typically used in a point-to-point configuration. STP is used primarily in the Token Ring environment,
where the hubs are called MAUs or MSAUs and the connections from the NIC to the MAU are not really point-to-
point. This is because there is a transmit and a receive side, and the transmission is one way. In fact, thisis
sometimes called a "star-ring."

The advantage of the star topology is that no cable segment is a single point of failure impacting the entire
network. This allows for better management of the LAN. If one of the cables develops a problem, only that LAN-
attached station is affected; all other stations remain operational.

The disadvantage of a star (hub-and-spoke) topology is the central hub device. This central hub is a single point-of-
failureinthat if it fails, every attached station is out of service.

These central hubs, or concentrators, have changed over the years. Today, it is common to deploy hubs with built-
in redundancy. Such redundancy is designed to isolate a faulty or failed component, such as the backplane or
power supply. Figure 2-4 is an example of a star (hub-and-spoke) topology.



Figure 2-4. Star (Hub-and-Spoke) Topology

This example demonstrates a star topology with afile server, printer, and two workstations. If a cable to one of the
workstations fails, the rest of the devices are unaffected unless they need to access resources from the
"disconnected” device.

Ring Topology

All stations in aring topology are considered repeaters and are enclosed in aloop. Unlike the star (hub-and-spoke)
topology, aring topology has no end points. The repeater in this case is a function of the LAN-attached station’s
network interface card (NIC).

Because each NIC in a LAN-attached station is a repeater, each LAN station will repeat any signal that is on the
network, regardless of whether it is destined for that particular station. If a LAN-attached station’s NIC fails to



perform this repeater function, the entire network could come down. The NIC controller is capable of recognizing
and handling the defective repeater and can pull itself off the ring, allowing the ring to stabilize and continue
operating.

Token Ring (IEEE 802.5) best represents a ring topology. Although the physical cabling is considered to be a star
topology, Token Ring isaring in logical topology, as demonstrated by the following figures. Although physical
topology is aphysical layer attribute, the media access method used at the data link layer determines the logical
topology. Token Ring defines alogical ring and contention, as Ethernet defines alogical bus. Even when attached
to a hub, when one Ethernet device transmits, everyone hears the transmission, just as though on a bus. Figures 2-5
and 2-6 are examples of ring topologies.

Figure 2-5. Ring Topology (Logical)
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Figure 2-6. Ring Topology
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Fiber Data Distributed Interface (FDDI) is another example of aring topology implementation. Like Token Ring,
FDDI rings are physically cabled in a star topology. FDDI stations can be configured either as a single attachment
station (SAYS) or as adual attachment station (DAS). SASs are connected to one of the two FDDI rings, whereas
DASs are connected to both rings viaan A and B port on the FDDI stations and concentrator.

Token Ring and FDDI LANs will be discussed in greater detail in Chapters 6, "Token Ring/|EEE 802.5," and 7,
"FDDI."

Bus Topology

Sometimes referred to as linear-bus topology, Bus is a simple design that utilizes a single length of cable, also
known as the medium, with directly attached LAN stations. All stations share this cable segment. Every station on
this segment sees transmissions from every other station on the cable segment; this is known as a broadcast
medium. The LAN attachment stations are definite endpoints to the cable segment and are known as bus network
termination points.



This single cable segment lends itself to being a single point of failure. If the cable is broken, no LAN station will
have connectivity or the ability to transmit and receive.

Ethernet (IEEE 802.3) best represents this topology. Ethernet has the ability to utilize many different cable
schemes. Further discussion of Ethernet and these cable schemes will be found in greater detail in Chapter 3.
Figure 2-7 is an example of a bus topology.

Figure 2-7. Bus Topology
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Tree Topology

The tree topology is alogical extension of the bus topology and could be described as multiple interconnected bus
networks. The physical (cable) plant is known as a branching tree with all stations attached to it. The tree begins at



the root, the pinnacle point, and expands to the network endpoints. This topology allows a network to expand
dynamically with only one active data path between any two network endpoints.

A tree topology network is one that does not employ loops in its topology. An example of atree topology network
Is a bridged or switched network running the spanning tree algorithm, usually found with Ethernet (1EEE 802.3)
networks. The spanning tree algorithm disables loops in what would otherwise be alooped topology. Spanning tree
expands through the network and ensures that only one active path exists between any two L AN-attached stations.
Figure 2-8 is an example of atree topology.

Figure 2-8. Tree Topology
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LAN Topologies

Four LAN topologies exist:



Star (Hub-and-Spoke)
Ring

Bus

Tree

Star (Hub-and-Spoke) Topology

All stations are attached by cable to a central point, usually awiring hub or other device operating in asimilar
function.

Several different cable types can be used for this point-to-point link, such as shielded twisted-pair (STP),
unshielded twisted-pair (UTP), and fiber-optic cabling. Wireless media can also be used for communications links.

NOTE

STPis not typically used in a point-to-point configuration. STP is used primarily in the Token Ring environment,
where the hubs are called MAUs or MSAUs and the connections from the NIC to the MAU are not really point-to-
point. This is because there is a transmit and a receive side, and the transmission is one way. In fact, thisis
sometimes called a "star-ring."

The advantage of the star topology is that no cable segment is a single point of failure impacting the entire
network. This allows for better management of the LAN. If one of the cables develops a problem, only that LAN-
attached station is affected; all other stations remain operational.



The disadvantage of a star (hub-and-spoke) topology is the central hub device. This central hub is a single point-of-
failure in that if it fails, every attached station is out of service.

These central hubs, or concentrators, have changed over the years. Today, it is common to deploy hubs with built-
in redundancy. Such redundancy is designed to isolate a faulty or failed component, such as the backplane or
power supply. Figure 2-4 is an example of a star (hub-and-spoke) topology.

Figure 2-4. Star (Hub-and-Spoke) Topology

This example demonstrates a star topology with afile server, printer, and two workstations. If a cable to one of the

workstations fails, the rest of the devices are unaffected unless they need to access resources from the
"disconnected” device.



Ring Topology

All stations in aring topology are considered repeaters and are enclosed in aloop. Unlike the star (hub-and-spoke)
topology, aring topology has no end points. The repeater in this case is afunction of the LAN-attached station’s
network interface card (NIC).

Because each NIC in a LAN-attached station is arepeater, each LAN station will repeat any signal that is on the
network, regardless of whether it is destined for that particular station. If a LAN-attached station’s NIC fails to
perform this repeater function, the entire network could come down. The NIC controller is capable of recognizing
and handling the defective repeater and can pull itself off the ring, allowing the ring to stabilize and continue
operating.

Token Ring (IEEE 802.5) best represents a ring topology. Although the physical cabling is considered to be a star
topology, Token Ring isaring in logical topology, as demonstrated by the following figures. Although physical
topology is aphysical layer attribute, the media access method used at the data link layer determines the logical
topology. Token Ring defines alogical ring and contention, as Ethernet defines alogical bus. Even when attached
to a hub, when one Ethernet device transmits, everyone hears the transmission, just as though on a bus. Figures 2-5
and 2-6 are examples of ring topologies.

Figure 2-5. Ring Topology (Logical)
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Fiber Data Distributed Interface (FDDI) is another example of aring topology implementation. Like Token Ring,
FDDI rings are physically cabled in a star topology. FDDI stations can be configured either as a single attachment
station (SAYS) or as adual attachment station (DAS). SASs are connected to one of the two FDDI rings, whereas
DASs are connected to both rings viaan A and B port on the FDDI stations and concentrator.

Token Ring and FDDI LANs will be discussed in greater detail in Chapters 6, "Token Ring/|EEE 802.5," and 7,
"FDDI."

Bus Topology

Sometimes referred to as linear-bus topology, Bus is a simple design that utilizes a single length of cable, also
known as the medium, with directly attached LAN stations. All stations share this cable segment. Every station on
this segment sees transmissions from every other station on the cable segment; this is known as a broadcast
medium. The LAN attachment stations are definite endpoints to the cable segment and are known as bus network
termination points.



This single cable segment lends itself to being a single point of failure. If the cable is broken, no LAN station will
have connectivity or the ability to transmit and receive.

Ethernet (IEEE 802.3) best represents this topology. Ethernet has the ability to utilize many different cable
schemes. Further discussion of Ethernet and these cable schemes will be found in greater detail in Chapter 3.
Figure 2-7 is an example of a bus topology.

Figure 2-7. Bus Topology

LAN Node LAN Node

Tree Topology

The tree topology is alogical extension of the bus topology and could be described as multiple interconnected bus
networks. The physical (cable) plant is known as a branching tree with all stations attached to it. The tree begins at



the root, the pinnacle point, and expands to the network endpoints. This topology allows a network to expand
dynamically with only one active data path between any two network endpoints.

A tree topology network is one that does not employ loops in its topology. An example of atree topology network
Is a bridged or switched network running the spanning tree algorithm, usually found with Ethernet (1EEE 802.3)
networks. The spanning tree algorithm disables loops in what would otherwise be alooped topology. Spanning tree
expands through the network and ensures that only one active path exists between any two L AN-attached stations.
Figure 2-8 is an example of atree topology.

Figure 2-8. Tree Topology
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Routers

Routers are not usually active in simple LAN environments because routers are WAN devices. Routers are
typically found at the edge of a LAN, interfacing with a WAN. Routers operate at the network layer (Layer 3) of
the OSI model. Broadcast containment and security are needed in more complex environments.

Whereas bridges and switches will use the spanning tree algorithm to determine the optimal path to a destination,
routers use an algorithm based on the routing protocol that is implemented.

Summary
The three categories of LAN transmission are as follows:

Unicast— One-to-one transmission
Multicast— One-to-many transmission
Broadcast— One-to-all transmission

LAN addressing uses the Layer 2 Media Access Control (MAC) burned-in address (BIA) on the network interface
hardware. This address is 48 bits (12 hexadecimal) in length. The first 24 bits, or 6 hexadecimal digits, signify the
organizational (vendor manufacturer) identifier as determined by the IEEE. The second 24 bits, or 6 hexadecimal
digits, signify a value administered by the specific vendor.

The four primary LAN topologies are as follows:

Star (hub-and-spoke)— All stations are attached by cable to a central point.
Ring— All stations are considered repeaters and are enclosed in aloop. Logical configuration isaring;
physical configuration might be aring or astar.



Bus— All stations are directly attached to a shared cable segment.
Tree— All stations are interconnected via several bus networks in a logical extension to the bus topology.

The four primary devices used in LANSs include the following:

Hubs— Hubs operate at the physical layer (Layer 1) of the OSI model and are essentially multiport
repeaters, repeating signals out all hub ports.

Bridges— Bridges create multiple collision domains. Bridges work at the physical layer (Layer 1) of the OS|
model and operate at the data link layer (Layer 2). Bridges forward data frames based on the destination
MAC address. Bridges utilize the spanning tree algorithm for path determination.

Switches— LAN switches are essentially multiport bridges. LAN switches are used to connect common
broadcast domains (hubs) and to provide frame-level filtering as well as dedicated port speed to end users.
LAN switches are also used to create virtual LANs (VLANS). Like bridges, switches use the spanning tree
algorithm for path determination.

Routers— Routers are typically found at the edge of aLAN, interfacing with a WAN, or in more complex
LAN environments. Routers operate at the network layer (Layer 3) of the OSI model.

The four types of bridges are as follows:

Transparent bridges— These create two or more LAN segments (collision domains). They are transparent to
end devices.

Source-route bridging— Frames are sent from the source end device with the source-to-destination route, or
path, included.

Source-route translational, or mixed-media, bridging— These are used when connecting networks of two
different bridging types (transparent and source-route) or media types, such as Ethernet and Token Ring.
Source-route transparent bridging— This bridge will either source-route or transparently bridge a frame
depending on the routing information indicator (RII) field.



Chapter 3. Ethernet/IEEE 802.3

Ethernet refers to the family of local-area networks (LANS) covered by the IEEE 802.3 standard. This standard
also defines what is commonly known as the Carrier Sense Multiple Access/Collision Detect (CSMA/CD)
protocol.

The Xerox Corporation Palo Alto Research Center (PARC) developed the original Ethernet as an experimental
coaxial-cable network in the 1970s. This Ethernet operated with a data rate of 3 megabits per second (Mbps) using
acarrier sense multiple access collision detect (CSMA/CD) protocol for LANSs, and was designed for networks
with intermittent heavy traffic requirements. Success with this project led to the 1980 joint development of the 10
Mbps Ethernet (Version 1.0) specification by the three-company consortium: Digital Equipment Corporation
(DEC), Intel Corporation, and Xerox Corporation. In 1982, Ethernet 11 was jointly developed by DEC, Intel, and
Xerox (DIX).

NOTE

Whereas Ethernet uses a frame length indicator in the frame header, Ethernet Il uses aframe type.

The original |IEEE 802.3 standard was based on and similar to the Ethernet Version 1.0 specification. The 802.3
working group approved the draft standard that was published as an official standard in 1985 (ANSI-IEEE
Standard 802.3—1985). Since the release of this standard, a number of supplements have been defined to take
advantage of improvements in newer technologies, support for additional network media, and higher data rate
capabilities. These supplements also include several new optional network access control features, such as burst
mode with |EEE 802.3z (Gigabit Ethernet).



Ethernet is aterm with broad LAN implementation schemes and network access technologies. Table 3-1
demonstrates the different types of Ethernet networks.

Table 3-1. Ethernet LANSs

Type Description

10Base?2 Thin Ethernet uses thin (3/16-inch), 50-ohm coaxial cable. Maximum segment length is
185 meters (m). Each segment is limited to 30 nodes.

10Base5 Thick Ethernet using thick (3/8-inch), 50-ohm coaxial cable. Maximum segment length is
500 m. Each segment is limited to 100 nodes.

10BaseT Twisted-pair Ethernet using UTP cable. This configuration was adopted as the 802.3i
standard in 1990 and is popular because UTP is inexpensive, easy to install, and easy to
work with. Maximum cable segment length is 200 m.

1Baseb The StarLAN network developed by AT&T. StarLAN uses UTP cabling and a star
topology. It was defined long before the 10BaseT standard was proposed.

10Broad36 The only broadband (analog uses FDM) network defined in the 802.3 standard. This
network uses 75-ohm coaxial cable (CATV cable).

10BaseF The only specification in the 802.3 standard that explicitly calls for fiber-optic cable. This
type has three variations: 10BaseFB, 10BaseFP, and 10BaseFL.

10BaseFB This network uses optical fiber for the backbone, or trunk, cable. Trunk segments can be
up to 2 kilometers (km) in length.

10BaseFP This specifies a network that uses optical fiber and a star topology. The coupler used to

distribute the signal is passive, meaning that it does not regenerate the signal before
distributing. This network needs no electronics except for those in the host. The maximum
length for a piece of such cable is 500 m.




10BaseFL This specifies a network that uses optical fiber to connect a node, or host, to a hub, or
concentrator. Cable segments can be up to 2 km in length.

100VG- A 100 Mbps network developed by Hewlett-Packard and AT&T Microelectronics as an

AnyLAN alternative to CSMA/CD.

100BaseT A 100 Mbps Ethernet network physical layer specification originally developed by Grand
Junction Networks. This specification is a standard of the IEEE 802.3u study group.
100BaseT is also known as Fast Ethernet. Variations of this type are 100BaseT4,
100BaseT2, 100BaseTX, and 100BaseFX.

100BaseFX A 100 Mbps network physical layer specification that uses a pair of either 50/125 microns
or 62.5/125 microns optical fibers.

100BaseT2 A 100 Mbps network physical layer specification that uses two pairs of Category 3 or
higher shielded twisted-pair (STP) or unshielded twisted-pair (UTP) wire.

100BaseT4 A 100 Mbps network Physical-layer specification that uses four pairs of Category 3 or
higher STP or UTP wire. 100BaseT4 uses an 8B/6T data-translation scheme.

100BaseTX A 100 Mbps network Physical-layer specification that uses two pairs of Category 5 STP or
UTP wire.

1000BaseT A physical layer specification for 1 gibabit per second (Gbps) Ethernet networks over four
pairs of Category 5 UTP wire. 1000BaseT is also known as Gigabit Ethernet.

1000BaseX A physical layer specification for 1 Gbps Ethernet networks. This specification is an IEEE
802.3z standard, with physical signaling based on the Fibre! Channel specifications.
Variations of 1000BaseX include 1000BaseCX, 1000BaseLX, and 1000BaseSX.

1000BaseCX A 1 Gbps network physical layer specification that uses two pairs of 150-ohm balanced

copper cable (twinax). Used for short distance connections, such as between rooms,
between wiring closets, or similar combinations. The maximum distance between nodes




IS 25 m.

1000BaselLX A 1 Gbps network physical layer specification that uses long wavelength signals over a
pair of optical fibers. Mainly used for horizontal cabling rather than the vertical cabling
found in risers. Maximum distance between nodes is 3 kilometers with single-mode fiber
(SMF), 440 meters with 62.5-micron multimode fiber (MMF), or 550 meters with 50-
micron multimode fiber (MMF).

1000BaseSX A 1 Gbps network physical layer specification that uses short wavelength signals over a
pair of optical fibers. Mainly used for backbone cabling. Maximum distance between
nodes is 260 m for 62.5-micron multimode fiber (MMF) or 525 m for 50-micron multimode
fiber (MMF).

[T The ANSI X3T11 committee is responsible for the Fibre Channel technology. ANSI decided to spell "Fibre" with "re"
rather than "er" to differentiate it from the fiber-optic cable on which it is run.

The focus of this chapter will be three data rates that are currently defined for operation over optical fiber and
twisted-pair cables:

10 Mbps— 10BaseT Ethernet
100 Mbps— Fast Ethernet
1000 Mbps— Gigabit Ethernet

10-Gigabit Ethernet is under development and will likely be published as IEEE 802.3ae in late 2001 or early 2002.

Deployed in approximately 85 percent of the world's LANS, Ethernet has survived as the mgjor LAN technology
because its network architecture has the following characteristics:

It is easy to understand, implement, manage, and maintain.



It supports relatively low-cost network implementations.
It provides extensive infrastructure flexibility for network implementation.
It guarantees successful interconnection and operation of standards-compliant products.

Ethernet Network Elements

Ethernet LANS consist of two network elements: network nodes, or hosts, and interconnecting media. Network
nodes fall into two major classes: data terminal equipment (DTE) and data communication equipment (DCE).

DTE— Devicesthat are either the source or the destination of data frames. Examples of DTE are devices
such as PCs, workstations, file servers, or print servers that, as a group, are often referred to as end hosts or
LAN-attached hosts.

DCE— Intermediate network devices that receive and forward frames across the network. Examples of DCE
can be either standalone devices, such as repeaters, network switches, and routers, or communications
interface units, such as network interface cards (NICs), multiplexers, channel service units (CSUs) and
digital service units (DSUs), and modems (VF, xDSL, cable, and so on). (DCE can be defined as either data
circuit-terminating equipment or data communication equipment; often the latter is the more common
definition of the DCE acronym.)

NOTE

Depending on the conversation taking place, routers can be classified as DTE or DCE. The argument for arouter
being classified as DTE can be found in Cisco Press's Interconnecting Cisco Network Devices book, where DTE is
classified as customer premise equipment (CPE) and DCE is a device used to convert user datafrom DTE to a
form acceptable to the network service provider. By the definition of DTE originating or terminating user data, a
router is classified as DCE because it is neither originating nor terminating user data transmission; instead, it is
acting as a communications device carrying the data from origination to termination.



Ethernet Network Topologies and Structures

As discussed in Chapter 2, "LAN Topologies," LANSs take on many topological configurations, but regardless of
their size and complexity, al will be a combination of three basic network elements or building blocks. The three

basic elements are as follows:

DTE
DCE
Network link

The simplest network architecture is the point-to-point interconnection, as shown in Figure 3-1. Only two network
devices are involved, and the connection can be DTE-to-DTE, DTE-to-DCE, or DCE-to-DCE. The cable in point-
to-point interconnections is known as the network link. The maximum allowable length of the link depends on the
type of cable and the transmission method that is used. A discussion of cable lengths can be found in Chapter 2.

Figure 3-1. Point-to-Point Network Architecture
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The original Ethernet networks were implemented with a coaxial bus structure. Segment lengths were limited to
500 m, and up to 100 hosts could be connected to a single segment. Individual segments could be interconnected
with repeaters, as long as multiple paths did not exist between any two hosts on the network and the total number
of DTE devices did not exceed 1024. The total path distance between the most-distant pair of hosts was also not
allowed to exceed a maximum prescribed value as determined by network diameter calculations.

Since the early 1990s, the network configuration of choice has been the star-connected topology (see Figure 3-2).
The central network unit is either a multiport repeater, also known as ahub, or it is a switch. All connections in this
network are point-to-point links implemented with either twisted-pair or optical fiber cable.



Figure 3-2. Ethernet Star Topology
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IEEE 802.3 Logical Relationship to the OSI Reference Model

Figure 3-3 illustrates the IEEE 802.3 logical layers and their relationship to the OSI reference model. Aswith all
|EEE 802 protocols, the data link layer is divided into two | EEE 802 sublayers: the Media Access Control (MAC)
sublayer and the MAC-client sublayer (logical-link control or bridge). The |EEE 802.3 physical layer corresponds

to the OSI model physical layer (Layer 1).



Figure 3-3. Ethernet and the IEEE 802.3 OSI Reference Model

LLC
Data Link
MAC 3
4]
c
@
et Slaltb
Phvsical atalink ]
hy Sublayers % %
w8
w il s
u -
051 Model -

Above the MAC sublayer will be one of the following:

Logical Link Control (LLC), if the deviceis DTE. This sublayer provides the interface between the Ethernet
MAC and the upper layers in the protocol stack of the end host. The LLC sublayer is defined by the IEEE

802.2 standards.
Bridge entity, if the device is a bridge (a DCE). Bridges can provide LAN-to-LAN interfaces between LANSs

that use the same protocol, such as Ethernet to Ethernet, or between different protocols, such as Ethernet to
Token Ring. Bridges are defined by the IEEE 802.1 standards.

NOTE

Non-translating bridges are considered to be MAC sublayer bridges.



Because specifications for LLC and bridges are common for all IEEE 802 LAN protocols, network compatibility
becomes the primary responsibility of the particular network (OSl Layer 3) protocol.

The MAC layer controls the network node’s access to the network media and is specific to the individual protocol.
All IEEE MACs must meet the same basic set of logical requirements, regardless of optional protocol extensions.
The only requirement for basic communication between two network nodes is that both M ACs must support the
same transmission rate, for example, 10 Mbps half-duplex Ethernet.

The 802.3 physical layer is specific to the transmission data rate, the signal encoding, and the type of media
interconnecting the two nodes. Gigabit Ethernet, for example, is defined to operate over twisted-pair or fiber cable,
but each specific type of cable or signal-encoding procedure requires a different physical layer implementation.

The Ethernet MAC Sublayer

The MAC sublayer has two primary responsibilities:

Data encapsulation— Frame assembly before transmission and frame parsing/error detection during and
after reception.
Media access control— Initiation of frame transmission and recovery from transmission failure.

The Basic Ethernet Frame Format

The |IEEE 802.3 standard defines a basic data frame format that is required for all MAC implementations, plus
several additional optional formats that are used to extend the protocol's basic capability. The discussion here will
focus on the basic frame format because that is the commonality among all Ethernet implementations and
calculations.



The basic data frame format contains seven fields, as shown in Figure 3-4.

Figure 3-4. Ethernet Frame Format
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Preamble (PRE)— Consists of 7 bytes of 10101010. The preamble is an alternating pattern of ones and zeros
that tells receiving hosts that a frame is coming. The preamble provides a means to synchronize the frame-
reception portions of receiving physical layers with the incoming bit stream.

Start-of-frame (SOF) delimiter— Consists of 1 byte of 10101011. The start-of-frame is an alternating pattern
of ones and zeros, ending with two consecutive 1-bits indicating that the next bit in the data stream is the
left-most bit in the left-most byte of the destination address.

NOTE

Regarding Ethernet implementations, the same eight bytes are considered a single field, called the Preamble. The
|EEE 802.3 standard separated the eighth byte into its own field, the SOF delimiter.

Destination address (DA)— Consists of 6 bytes. The destination address field identifies which host(s) should
receive the frame. The left-most bit in the destination address field indicates whether the addressis an
individual, or unicast, address (indicated by a 0) or a group, or a multicast address (indicated by a 1). The
second bit from the left indicates whether the destination address is globally administered (indicated by a 0)
or locally administered (indicated by a 1). The remaining 46 bits are a uniquely assigned value that identifies
asingle host (unicast), a defined group of hosts (multicast), or all hosts on the network (broadcast).



Source address (SA)— Consists of 6 bytes. The source address field identifies the sending host. The source
address is always an individual address, and the left-most bit in the source address field is always O.

- Exception: This bit isthe RI bit used in source-route bridging.

Length/Type— Consists of 2 bytes. This field indicates either the number of LLC data bytes that are
contained in the data field of the frame or the frame type ID if the frame is an Ethernet frame and not in
802.3 format. If the length/type field value is less than or equal to 1500, the number of LLC bytes in the data
field is equal to the length/type field value. If the length/type field value is greater than 1536, the frame is an
Ethernet Il frame, and the length/type field value identifies the particular type of frame being sent or
received.

Data— Is a sequence of n bytes of any value, where n is less than or equal to 1500 (1500 bytes = 12000 bits,
or 12 Kb). If the length of the data field is less than 46, the data field must be extended by adding afiller, or
pad, sufficient to bring the data field length to 46 bytes.

Frame check sequence (FCS)— Consists of 4 bytes. This sequence contains a 32-bit cyclic redundancy
check (CRC) value, whichis created by the sending MAC and is recalculated by the receiving MAC to
verify data integrity by checking for damaged frames. The FCSis generated over the DA, SA, length/type,
and data fields.

Frame Transmission

Whenever an end host MAC adapter receives a transmit-frame request with the accompanying address and data
information from the LLC sublayer, the MAC sublayer begins the transmission sequence by transferring the LLC
information into the MAC frame buffer. This processis as follows:

The preamble and start-of-frame delimiter are inserted into the PRE and SOF fields.
The destination and source addresses are inserted into the address fields.



The LLC data bytes are counted and the number of bytesis inserted into the length/type field.

The LLC data bytes are inserted into the data field. If the number of LLC data bytesis less than 46, apad is
added to bring the data field length up to 46.

An FCSvalueis generated over the DA, SA, length/type, and data fields and is appended to the end of the
datafield.

After the frame is assembled, frame transmission will depend on whether the MAC adapter is operating in half-
duplex or full-duplex mode.

NOTE

Half-duplex transmission is a two-way operation, one way at a time, in which the MAC adapter must wait for the
media to clear because the receiver is in use. Full-duplex transmission is a two-way operation, two ways at a time,
where a transmission can begin immediately.

The IEEE 802.3 standard currently requires that all Ethernet MAC devices support half-duplex operation. Full-
duplex operation is an optional capability if the MAC device supports full-duplex mode. Full-duplex allows the
network devices to transmit and receive frames simultaneously. Full-duplex is used only when a single deviceis
attached to each switch port.

Half-Duplex Transmission: The CSMA/CD Access Method

The Carrier Sense M ultiple Access with Collision Detect (CSMA/CD) protocol was originally developed as a
means by which two or more hosts could share a common media in a switchless environment. In this shared
environment, the CSMA/CD protocol does not require central arbitration, access tokens, or assigned time slots to



indicate when a host will be allowed to transmit. Based on sensing a data carrier on the network medium, each
Ethernet MAC adapter determines for itself when it will be allowed to send a frame.

The CSMA/CD access rules are summarized by the protocol’s acronym:

Carrier sense (CS)— Each Ethernet LAN-attached host continuously listens for traffic on the medium to
determine when gaps between frame transmissions occur.

Multiple access (MA)— LAN-attached hosts can begin transmitting any time they detect that the network is
guiet, meaning that no traffic is travelling across the wire.

Collision detect (CD)— If two or more LAN-attached hosts in the same CSMA/CD network, or collision
domain, begin transmitting at approximately the same time, the bit streams from the transmitting hosts will
interfere (collide) with each other, and both transmissions will be unreadable. If that happens, each
transmitting host must be capable of detecting that a collision has occurred before it has finished sending its
respective frame. Each host must stop transmitting as soon as it has detected the collision and then must wait
arandom length of time as determined by a backoff algorithm before attempting to retransmit the frame. In
this event, each transmitting host will transmit a 32-bit jam signal alerting all LAN-attached hosts of a
collision before running the backoff algorithm.

CSMA/CD Operation

CSMA/CD operation, as defined by the |EEE 802.3 standard, is as follows:

1. The LAN-attached host listens to the Ethernet medium to see if any other node is transmitting by
sensing the carrier signal on the bus. If asignal is detected on the wire, then atransmission isin
progress. The host will continue listening until the channel isidle.

2. When no signal is detected across the medium, the host will start transmitting its data.




3. While datatransmission is occurring, the LAN-attached host is still listening to the bus. This host
compares the received message with what was transmitted. As long as these two remain the
same, the host will continue to transmit. (Ethernet defines alogical bus, which means all hosts,
including the transmitting host, will see the data transmission. All hosts will ook at the frame
header and will make the determination, based on the MAC address, if that host is the intended
recipient for that frame.)

4. If the transmitting host receives a frame other than what was transmitted, a collision is assumed
and the transmitting host ceases data transmission.

5. A 32-bit jam signal is transmitted to all LAN-attached hosts alerting that a collision has been
detected.

6. The transmitting host waits a random amount of time, as determined by the backoff algorithm,
and then starts the transmission process again.

In a half-duplex Ethernet LAN, collisions are part of normal CSMA/CD operation. Collisions will
occur more frequently in a heavily used network; consequently, network performance will decrease as
traffic load increases.

CAUTION

Collisions will be discussed in greater detail later, but 40 percent congestion is the average maximum percentage
you want to see on an Ethernet collision domain.

Network Diameter



CSMA/CD is subject to another potential network issue—the time it takes for the signal to travel across the
medium between the two endpoints. If two LAN hosts were far enough apart, neither host would see traffic on the
medium, and both could transmit at the same time, resulting in a collision. This anomaly is related to cable length
and issues related to bit times.

The worst-case scenario occurs when the two most-distant hosts on the network both need to send a frame and
when the second host does not begin transmitting until just before the frame from the first host arrives. The
collision will be detected almost immediately by the second host, but it will not be detected by the first host until
the corrupted signal has propagated all the way back to that host. The maximum time that is required to detect a
collision (the collision window, or "slot time") is approximately equal to twice the signal propagation time between
the two most-distant hosts on the network:

CollisionDetectTime = 2(H — H»)

where H; and H, are the two most distant hosts on the network.

Sot time is the maximum time that can elapse between the first and last network host's receipt of aframe. To
ensure that a network host, or node, can determine whether the frame it transmitted has collided with another
frame, a frame must be longer than the number of bits that can be transmitted in the slot time. In Ethernet networks,
thistime interval is about half a microsecond, which is long enough to transmit at least 512 bits.

This Collision Detect Time means that both the minimum frame length and the maximum collision diameter are
directly related to the slot time. Longer minimum frame lengths translate to longer slot times and larger collision
diameters, shorter minimum frame lengths correspond to shorter slot times and smaller collision diameters.



Table 3-2 demonstrates the different segment lengths allowed, based on the respective Ethernet implementation.

Table 3-2. Ethernet/802.3 Collision Domain Distance Limitations

segments can be
populated

segments can be
populated

segments can be
populated

10Base5 10Base?2 10BaseT 100BaseT

Topology Bus Bus Star Star
Maximum 500 185 100 from hub to host 100 from hub
segment length to host
(meters)
Maximum number [100 30 2 (hub and host or 2 (hub and
of attachments hub-hub) host or hub-
per segment hub)
Maximum 2500 meters of 5 2500 meters of 5 2500 meters of 5 See
collision domain segments and 4 segments and 4 segments and 4 100BaseT

repeaters; only 3 repeaters; only 3 repeaters; only 3 table

Table 3-3 demonstrates maximum distance allowed in 100BaseT, based on cabling technology used—for example,
copper or fiber—and the number of repeaters, if any, that are implemented.

Table 3-3. 100BaseT Maximum Distance Table

\Copper\l\/lixed Copper and Multimode Fiber\

Multimode Fiber

DTE-DTE (or switch-switch) 100 m —

412 m (2000 if full duplex)




One Class | repeater 200 m 260 m 272 m

\One Class Il repeater \200 m \308 m \320 m
Two Class Il repeaters 205m 216 m 228 m
CAUTION

The "5-4-3" rule is applicable to coaxial Ethernet segments with repeaters. The "5-4-3" rule states an Ethernet
network has no more than five segments, four repeaters, and three active segments. This rule is enforced by
network diameter and bit times.

Inthe IEEE 100BaseT specification, two types of repeaters are defined:

Class | repeaters have alatency of 0.7 microseconds or less. Only one repeater hop is allowed.
Class || repeaters have alatency of 0.46 microseconds or less. One or two repeater hops are allowed.

NOTE

The Cisco FastHub 316 isa Class |1 repeater.

A trade-off was necessary between network diameter and collision recovery. The trade-off was between the need to
reduce the impact of collision recovery and the need for the network diameter to be large enough to accommodate
reasonable network sizes. The compromise was to choose a maximum network diameter (approximately 2500 m)
and then to set the minimum frame length long enough to ensure detection of all worst-case collisions.



This compromise worked well for 10 Mbps, but became a problem for higher data-rate Ethernet networks. Fast
Ethernet (100 Mbps) was required to provide backward compatibility with earlier Ethernet networks, including the
existing |EEE 802.3 frame format and error-detection processes. Additionally, all applications and networking
software running on the 10 Mbps networks needed to be supported.

The time it takes for a signal to propagate across the network medium is essentially constant for all transmission
rates. The time required to transmit a frame is inversely related to the transmission rate. At 100 Mbps, a minimum-
length frame can be transmitted in approximately one-tenth of the defined slot time, and the transmitting hosts
would not likely detect any collisions that could occur during this transmission. Therefore, the maximum network
diameter specified for 10 Mbps networks could not be used for 100 Mbps (Fast Ethernet) networks. The solution
for Fast Ethernet was to reduce the maximum network diameter by approximately a factor of 10, to alittle more
than 200 m.

This same problem of network diameter arose during specification development for Gigabit Ethernet; however,
decreasing network diameters by another factor of 10, to approximately 20 meters, for 1000 M bps operation was
not practical. The developers decided to maintain approximately the same maximum collision domain diameters as
Fast Ethernet (100 Mbps) networks and to increase the minimum frame size by adding a variable-length non user-
data extension field to frames that are shorter than the minimum length. (The receiver removes the extension field
from the frame.)

Table 3-4 demonstrates the variables relating to network diameter for 10 Mbps Ethernet, 100 Mbps (Fast) Ethernet,
and 1000 Mbps (Gigabit) Ethernet.

Table 3-4. Half-Duplex Operation Limits

1000 Mbps

100

Parameter 10 Mbps Mbps




Minimum frame size 64 bytes 64 bytes 520 bytes (with extension field added, if
needed)
Maximum collision diameter, DTE-to- 100 m 100 m 100 m UTP
DTE UTP UTP
316 m fiber
412 m
fiber
Maximum collision diameter with 2500 m 205 m 200 m
repeaters
Maximum number of repeaters in 5 2 1

network path

Cable Case Study

Copper and fiber-optic cable have a delay of between 0.5 and 0.6 microseconds/100 m. The formula used to
calculate the maximum network diameter is as follows:

Metwork diameter = 25.6 microseconds / (0.6 microseconds/ 100 m) = 4,000 m

The minimum transmission time of 25.6 microseconds is divided by the cable delay. The minimum transmission
time of 25.6 microseconds is derived from 51.2 microseconds/2 to account for round-trip delay.

CAUTION




To calculate the network diameter of a specific network and ensure that your Ethernet segment will function
satisfactorily, use the following equation. The sum of the equation should not exceed half the minimum frame size.
If it does, the network is too large and needs to be broken down into smaller segments.

(Repeated delays + cable delays + NIC delays) x 2 < maximum round-trip delay

The maximum round-trip delay may be obtained from Table 3-5. It is 51.6 microseconds for 10 Mbps
Ethernet, 5.12 microseconds for Fast Ethernet, and 4.096 microseconds for Gigabit Ethernet.

The factor 2 in the equation accounts for round-trip delays. The frame needs to travel from the transmitter to
the collision point and back to the transmitter again.

Repeater and NIC delays can be obtained from the manufacturer.

- Ethernet repeaters typically have latencies of 2 microseconds or less
- Fast Ethernet Class | repeaters are less than 0.7 microseconds

- Fast Ethernet Class |1 repeaters are less than 0.46 microseconds

- A 10 Mbps NIC delay is about 1 microsecond

- Fast Ethernet NIC delay is about 0.25 microsecond



Cable delays can be obtained from Table 3-5. Cable delays have no dependence on Ethernet speed. Cable
delays are usually measured as a fraction of the speed of light and mostly depend on the insulation material
used. A 100 m UTP section takes about 0.55 microseconds one way.

Table 3-5 demonstrates the maximum delay time dependent on the associated network component.

Table 3-5. Network Component Delays for Network Diameter Calculation

Component Maximum Delay Time in Microseconds
\Two Fast Ethernet NICs or switch ports \0.5
Fast Ethernet Ml (interface connector) 0.2
\100 m Category 5 cable segment \0.556
1 m Category 5 cable segment 0.00556
\100 m fiber-optic cable segment \0.5
1 m fiber-optic cable 0.005
Fast Ethernet Class | repeater 0.7
\Fast Ethernet Class Il repeater \0.46
Two Gigabit Ethernet NICs 0.864
\Gigabit Ethernet repeater \0.488

Full-Duplex Transmission

Full-duplex operation is an optional MAC adapter capability that allows simultaneous two-way transmission over
point-to-point links. Full duplex transmission is much simpler than half-duplex transmission because it involves no
media contention, no collisions, no need to schedule retransmissions, and no need for extension bits on the end of




short frames. The result is more time available for data transmission, effectively doubling the link bandwidth as
each link can support simultaneous two-way transmission across the wire at the full bandwidth rate.

Table 3-6 demonstrates the maximum total data transfer rate for each Ethernet operational mode.

Table 3-6. Ethernet Mode and Maximum Transfer Rate

| Operational Mode | Maximum Total Data Transfer Rate
1000BaseT full-duplex 2000 Mbps

1000BaseT half-duplex 1000 Mbps

\1OOBaseT2 full-duplex \200 Mbps

100BaseT2 half-duplex 100 Mbps

\1OOBaseTX full-duplex \200 Mbps

100BaseTX half-duplex 100 Mbps

\1OOBaseT4 full-duplex \Not a supported implementation
100BaseT4 half-duplex 100 Mbps

10BaseT full-duplex 20 Mbps

\1OBaseT half-duplex \10 Mbps

Flow Control

Full-duplex operation requires concurrent implementation of the optional flow-control capability, allowing a
receiving node that is becoming congested to request that the sending node stop sending frames for a selected short
period of time. Control is MAC-to-MAC through the use of a pause frame that is automatically generated by the




receiving MAC adapter. If the congestion is relieved before the requested wait has expired, a second pause frame
with a zero time-to-wait value can be sent to request resumption of transmission.

The full-duplex operation and its companion flow control capability are both options for all Ethernet MACs and all
transmission rates. Both options are enabled on a link-by-link state basis, assuming that the associated physical
layers are also capable of supporting full-duplex operation.

Pause frames are identified as MAC control frames by an exclusive assigned (reserved) length/type value. Pause
frames are also assigned a reserved destination address value to ensure that an incoming frame is never forwarded
to upper protocol layers or to other portsin a switch.

Frame Reception

Frame reception is essentially the same for both half-duplex and full-duplex operations, except that full-duplex
MACs must have separate frame buffers and data paths to allow for simultaneous frame transmission and
reception.

Frame reception is the reverse of frame transmission. The destination address of the received frame is checked and
matched against the host’s address list (its MAC address, group address, and the broadcast address) to determine
whether the frame is destined for that host. If an address match is found, the frame length is checked and the
received FCS is compared to the FCS that was generated during frame reception. If the frame length is okay and
there is an FCS match, the frame type is determined by the contents of the Length/Type field. The frame is then
buffered and forwarded to the appropriate upper layer.



The Ethernet Physical Layers

Because Ethernet devices implement only the bottom two layers of the OSI protocol stack (OSI Layers 1 and 2),
they are typically implemented as network interface cards (NICs) that plug into the host device. The different
connectors are often identified by athree-part name that is based on the physical layer attributes.

These three parts specify LAN speed, signaling method, and an indication of either maximum distance (5 = 500 m,
2 = 185 m) per segment or physical mediatype (T = twisted pair). Table 3-7 demonstrates these differences.

Table 3-7. IEEE 802.3 Comparison

Characteristic

IEEE 802.3 Values

\ 10Baseb \ 10Base2 \ 10BaseT \ 10BaseFL \ 100BaseT
Data rate (Mbps) 10 10 10 10 100
\Signaling Method \Baseband \Baseband \Baseband \Baseband \Baseband
Maximum segment 500 185 100 2000 100
length (m)
Media 50-ohm coax 50-ohm coax Unshielded twisted- Fiber-optic Unshielded twisted-

(thick) (thin) pair (UTP) pair (UTP)
Topology Bus Bus Star Point-to-  Star

point

NOTE




All current Ethernet implementations use baseband transmission because broadband implementations were not
successful in the marketplace.

10 Mbps Ethernet Operation

Ethernet segments are implemented on a coaxial cable up to 500 meters in length. This cable is similar to the type
of cable found in the home for cable television; however, the impedance is different. Ethernet cable is 50 ohms,
and cable TV cable is 75 ohms. Ethernet hosts attach to the segment by tapping into it; these taps must be at least
2.5 m apart. Directly attached to the tap is a small device called atransceiver. This transceiver detects when the
line isidle. The transceiver transmits the signal when the host is transmitting and receives the signal when the host
IS receiving. The transceiver is connected to the Ethernet adapter, which in turn is plugged into the host.

NOTE

The Ethernet protocol operates within the adapter, not the transceiver. For 10BaseT and 10Base2, the transceiver is
on the NIC.

Remember that multiple Ethernet segments can be joined together by repeaters, devices that forward, or repeat,
digital signals. However, there are limitations. There can be no more than four repeaters between any pair of
Ethernet hosts, and with the maximum four repeaters implemented, Ethernet has a maximum reach of 2,500 m.

NOTE

Ethernet is limited to supporting a maximum of 1024 hosts.



Bit Times

Ethernet has no centralized control; therefore, it is possible for two or more adapters to begin transmitting at the
same time, either because both found the line to be idle or because both had been waiting for a busy line to become
idle after running the backoff algorithm. When this situation occurs, the two or more frames are said to collide on
the network. Because Ethernet supports collision detection, each sender is able to determine that a collisionisin
progress. At the moment an Ethernet MAC adapter detects that its frame is colliding with another, it transmits a 32-
bit jam signal, and then stops transmission. A transmitter will send a minimum of 96 bitsin the case of a
collision—a 64-bit preamble plus the 32-48 bits jamming signal.

If two hosts are so close to each other that the adapter will only send 96 bits, arunt frame has occurred. If the two
hosts had been farther apart, they would have had to transmit longer, and thus send more bits, before detecting the
collision.

The worst-case scenario of collisions caused by network diameter "violations" occurs when two hosts are at
opposite ends of the Ethernet. To know for sure that the frame it just sent did not collide with another frame, the
transmitter might need to send as many as 512 bits. Not coincidentally, every Ethernet frame must be 512 bits (64
bytes) long: 14 bytes of header plus 46 bytes of data plus 4 bytes of CRC.

Ethernet frames must be 512 bits (64 bytes) in length because the farther apart that two nodes are, the longer it
takes for a frame sent by one to reach the other. The network is vulnerable to a collision during this time.

Figure 3-5 illustrates the worst-case scenario where two hosts, A and B, are at opposite ends of the network.

Figure 3-5. Hosts



A
1. Suppose host A begins transmitting a frame at time t (see Figure 3-6).
A

It takes one link latency, denoted as d, for the frame to reach host B. It could be stated that the first bit of A’s
frame arrives at B at timet + d, as shown in Figure 3-7.

t

B
Figure 3-6. Host Transmission
B

Figure 3-7. Calculation of Transmission Time
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2. Suppose an instant before host A’s frame arrives, host B begins to transmit its own frame (see Figure 3-8),
illustrated here ast ;. Host B will see the segment as idle because there is no traffic on the wire.

Figure 3-8. Multiple Transmissions

B’s frame will immediately collide with A’s frame, and this collision will be detected by host B (see Figure
3-9).

Figure 3-9. Collision
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Host B will send the 32 to 48-bit jamming signal sequence (see Figure 3-10).

—

t t,

Figure 3-10. Jamming Signal Sequence
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3. Host A will not know that the collision occurred until host B’s frame reaches it, which will happen one link
latency later, at timet + 2d (see Figure 3-11).

Figure 3-11. Calculation of Collision Time
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Host A must continue to transmit until this time to detect the collision. In other words, host A must transmit
for 2d to be sure that it detects all possible collisions.

Considering that a maximally configured Ethernet is 2,500 meters long, and that there can be up to four repeaters
between any two hosts, the round-trip delay has been determined to be 51.2 microseconds, which on a 10 Mbps
Ethernet corresponds to 512 bits. Another way to look at this situation is that Ethernet’s maximum latency needs to
be fairly small—for example, 51.2 microseconds—for this access algorithm to work. Therefore, Ethernet's
maximum length must be something on the order of no more than 2,500 meters.

To calculate the time to transmit 1 bit for 10 Mbps Ethernet transmission, use the following formula:

1 bit-time = 1 bit/10Mhz = 0.1 microseconds or 100 ns

The minimum transmission time can be calculated from the minimum frame size.

Minimum transmission time = Minimum frame size (512 bits) x Bit time (100 ns) =
51.2 microseconds



NOTE

Network diameter is directly related to frame size, as well as the bit time, as the following demonstrates:

Network diameter = K x (Frame Size/Bit Time)

Backoff Algorithm

After aMAC adapter has detected a collision and stopped its transmission, it waits a certain amount of time and
tries again. Each time the adapter tries to transmit and fails, the adapter doubles the amount of time it waits before
trying again. This strategy of doubling the delay interval between each retransmission attempt is known as
exponential backoff.

Exponential Backoff

The adapter first delays either 0 or 51.2 microseconds, selected at random. If this effort fails, it then waits 0, 51.2,
102.4, or 153.6 microseconds (selected randomly) before trying again, which can be expressed as k x 51.2 for
k=0,1..3. After the third collision, it waits k x 51.2 for k=0..2°-1, again selected at random.

In general, the algorithm randomly selects a k between 0 and 2"-1 and waits k x 51.2 microseconds, where n is the
number of collisions experienced so far. The adapter gives up after a given number of tries, typically 16, and
reports a transmit error to the host, although the backoff algorithm caps n in the previous formula at 10.



Table 3-8 demonstrates the parameters for 10 Mbps Ethernet implementations.

Table 3-8. 10 Mbps Ethernet Parameters

Parameter Ethernet/802.3
SlotTime 512 bit times (512 microseconds)
Minimum InterFrameGap \96 bit times (9.6 microseconds)
AttemptLimit 16
\BackoffLimit \10 (exponential number)
JamSize 32-48 bits (4 bytes)
\MaxFrameSize \12144 bits (1518 bytes)
MinFrameSize 512 bits (64 bytes)
AddressSize 48 bits (6 bytes)

Ethernet Case Study

Most Ethernet implementations are a bit more conservative than what the standards support, implementing fewer
than 200 connected hosts (maximum 1024 allowed). Additionally, most Ethernet segment implementations are far
shorter than the allowed 2,500 m, with a round-trip delay closer to 5 microseconds than 51.2 microseconds.
Ethernet implementations are considered practical in that the Ethernet hosts typically provide end-to-end flow
control because the Ethernet adapters do not implement link-level flow control. It is rare to find situations in which
any one host is continually transmitting frames across the network.




Alternative Ethernet Technologies

Alternative Ethernet technologies have been introduced over the years. For example, rather than use the 50-ohm
coaxial cable for Ethernet segments, athinner cable might be used to build an Ethernet segment. The thick 50-ohm
coaxial segment is called 10Base5 (maximum 500 m segment length), or thick-net, and the thinner cabling is called
10Base2 (maximum 200 m segment length), or thin-net.

New technology implemented 10BaseT, where T is twisted-pair cabling, typically Category 5, and is limited to 100
m in length. Both 100 Mbps and 1000 M bps Ethernet can operate on Category 5 cabling at distances up to 100 m.

Because the cable is so thin, it is not necessary to tap into a 10Base2 or 10BaseT cable in the same fashion as
required with a 10Base5 cable. With 10Base2, a T-joint is spliced into the cable, effectively daisy-chaining
10Base2 hosts together. With 10BaseT, the common configuration is to have several point-to-point segments
spanning out of a multiport repeater, known as a hub. Multiple 10 or 100 Mbps Ethernet segments can be
connected with a hub, whereas 1000 Mbps Ethernet segments cannot, instead requiring a switch.

Ethernet Applications

10 Mbps Ethernet is usually found in Small Office/Home Office (SOHO) environments due to its ease of
implementation and minimal host configuration.

Organizations that do not require high-speed bandwidth to the desktop will also deploy 10 Mbps Ethernet. If users
do not run multimedia, CAD/CAM, or other bandwidth intensive applications, 10 Mbps Ethernet can be deployed
to conserve component costs, while laying the foundation for a migration path to 100 Mbps (Fast) Ethernet.



100 Mbps, or Fast Ethernet

100 Mbps Ethernet is a high-speed LAN technology that offers increased bandwidth to desktop users in the wiring
center, as well asto servers and server clusters, or server farms as they are sometimes called, in data centers.

The IEEE Higher Speed Ethernet Study Group was formed to assess the feasibility of running Ethernet at speeds of
100 Mbps. At issue within the Study Group was whether 100 M bps Ethernet would support CSMA/CD for
network medium access or whether another access method would be available.

This IEEE study group was broken into two forums: the Fast Ethernet Alliance and the 100V G-AnyLAN Forum.
Each group produced a specification for running Ethernet (100BaseT) and Token Ring (100V G-AnyLAN) at
higher speeds.

100BaseT is the IEEE specification for 100 M bps Ethernet implementations over UTP and STP cabling. The
Media Access Control (MAC) layer is compatible with the IEEE 802.3 MAC layer. Fast Ethernet, standardized by
the | EEE 802.3u specification, was developed by a part of the Cisco Systems Workgroup Business Unit, formerly
Grand Junction.

100V G-AnyLAN is an |EEE specification for 100 Mbps Token Ring and Ethernet implementations over 4-pair
UTP. The MAC layer is not compatible with the IEEE 802.3 MAC layer. 100V G-AnyLAN was developed by
Hewlett-Packard (HP) to support newer time-sensitive applications, such as multimedia. A version of this
implementation is standardized in the IEEE 802.12 specification.

100BaseT Overview

100BaseT uses the existing IEEE 802.3 CSMA/CD specification, retaining the |EEE 802.3 frame format, size, and
error-detection mechanism. 100BaseT also supports all applications and networking software running on IEEE



802.3 networks. 100BaseT supports dual speeds of 10 and 100 Mbps using 100BaseT. 100BaseT hubs must be able
to detect and support dual speeds, but adapter cards can support 10 Mbps, 100 Mbps, or both.

100BaseT Operation

100BaseT and 10BaseT use the same IEEE 802.3 MAC access and collision-detection methods. 100BaseT and
10BaseT also share the same frame format and length requirements. The main difference between 10BaseT and
100BaseT, other than the speed differential, is the network diameter.

NOTE

100BaseT can support a maximum network diameter of 205 m, whereas the 10BaseT network can support a
maximum network diameter of approximately 2,000 m (with repeaters).

Reducing the 100BaseT network diameter is necessary because, like 10BaseT, 100BaseT uses the same collision-
detection mechanism. With 10BaseT, distance limitations are defined so that a host knows while transmitting the
smallest legal frame size (64 bytes) that a collision has taken place with another sending host that is located at the
farthest point of the domain.

To achieve the increased throughput of 100BaseT, the size of the collision domain had to be reduced. This
reduction was necessary because the propagation speed of the physical medium had not changed. A host
transmitting 10 times faster must have a maximum distance that is 10 times less. As a result, any host knows within
the first 64 bytes whether a collision has occurred with any other host.



Bit Times

Like Ethernet, Fast Ethernet has no centralized control. Therefore, it is possible for two or more adapters to begin
transmitting at the same time, either because both found the line to be idle or because both had been waiting for a
busy line to become idle after running the backoff algorithm. When this happens, the two or more frames are said
to collide on the network. Because Fast Ethernet supports collision detection, each sender is able to determine that
acollisionisin progress. At the moment an Ethernet MAC adapter detects that its frame is colliding with another,
it transmits a 32-bit jam signal, and then stops transmission. A transmitter will minimally send 96 bits in the case of
a collision—64-bit preamble plus the 32-bit jamming signal.

One way that an adapter will send only 96 bits, sometimes called arunt frame, isif the two hosts are close to each
other. Had the two hosts been farther apart, they would have had to transmit longer, and thus send more bits, before
detecting the collision. In fact, the worst-case scenario happens when the two hosts are at opposite ends of the
Ethernet. To know for sure that the frame it just sent did not collide with another frame, the transmitter might need
to send as many as 512 bits. Not coincidentally, every Ethernet frame must be 512 bits (64 bytes) long: 14 bytes of
header plus 46 bytes of data plus 4 bytes of CRC.

Considering that a maximally configured Ethernet is 2,500 m long, and that there can be up to four repeaters
between any two hosts, the round-trip delay has been determined to be 5.12 microseconds, which on a 100 Mbps
Ethernet corresponds to 512 bits. Another way to look at this situation is that Ethernet's maximum latency needs to
be fairly small, such as 5.12 microseconds, for this access algorithm to work. Therefore, Fast Ethernet's maximum
length must be something on the order of no more than 205 meters.

To calculate the time to transmit 1 bit for 100 Mbps Ethernet transmission, use the following formula:

1 bit-time = 1 bit/10Mhz = 0.1 microseconds or 100 ns



The minimum transmission time can be calculated from the minimum frame size.

Minimum transmission time = Minimum frame size (512 bits) x Bit time (100 ns) =
51.2 microseconds

Backoff Algorithm

After aMAC adapter has detected a collision and stopped its transmission, it waits a certain amount of time and
tries again. Each time the adapter tries to transmit and fails, the adapter doubles the amount of time it waits before
trying again. This strategy of doubling the delay interval between each retransmission attempt is a general
technique known as exponential backoff.

Exponential Backoff

The adapter first delays either O or 51.2 microseconds, selected at random. If this effort fails, it then waits 0, 51.2,
102.4, or 153.6 microseconds (selected randomly) before trying again; this can be expressed as k x 51.2 for
k=0,1..3. After the third collision, it waits k 51.2 for k = 0..2° — 1, again selected at random.

In general, the algorithm randomly selects a k between 0 and 2" — 1 and waits k x 51.2 microseconds, where n is the
number of collisions experienced so far. The adapter gives up after a given number of tries, typically 16, and
reports a transmit error to the host, although the backoff algorithm caps n in the previous formula at 10.

Fast Ethernet's parameters are the same as Ethernet/| EEE 802.3, as demonstrated in Table 3-9.



Table 3-9. 100 Mbps Ethernet Parameters

Parameter Fast Ethernet/802.3u
\SlotTime \512 bit times (512 microseconds)
Minimum InterFrameGap 96 bit times (9.6 microseconds)
\AttemptLimit \16
BackoffLimit 10 (exponential number)
\JamSize \32—48 bits (4 bytes)
MaxFrameSize 12144 bits (1518 bytes)
MinFrameSize 512 bits (64 bytes)
\AddressSize \48 bits (6 bytes)

100BaseT FLPs

100BaseT uses fast link pulses, or FLPs, to check the link integrity between the hub and the 100BaseT device.
FLPs are backward compatible with 10BaseT normal-link pulses (NLPs). FL Ps contain more information than
NLPs, and are used in the autonegotiation process between a hub and a network device on a 100BaseT network.

100BaseT Autonegotiation

100BaseT networks support autonegotiation as an optional feature. Autonegotiation enables a network device and a
hub to exchange information (using 100BaseT FLPs) about their capabilities.

Autonegotiation supports a number of capabilities:



Speed matching for network devices that support both 10 and 100 Mbps operation
Full-duplex operation mode for network devices capable of supporting this mode
Automatic signaling configuration for 100BaseT4 and 100BaseT X network hosts

Autonegotiation functions by proceeding through a list of supported configurations, each called alevel. Table 3-10
shows the order of these autonegotiation levels, starting with number level nine (the first level attempted in the
autonegotiation process).

Table 3-10. Ethernet Autonegotiation Options

Level Operational Mode Maximum Total Data Transfer Rate

\9 \1000BaseT full-duplex \2000 Mbps

8 1000BaseT half-duplex 1000 Mbps

\7 \1OOBaseT2 full-duplex \200 Mbps

6 100BaseTX full-duplex 200 Mbps

5 100BaseT2 half-duplex 100 Mbps

\4 \1OOBaseT4 half-duplex \100 Mbps

3 100BaseTX half-duplex 100 Mbps

\2 \1OBaseT full-duplex \20 Mbps

1 10BaseT half-duplex 10 Mbps

100BaseT Media Types

Three mediatypes are supported by 100BaseT at the OS| physical layer (Layer 1), asshown in Table 3-11.




100BaseT X— Based on the ANSI Twisted Pair-Physical Medium Dependent (TP-PM D) specification. The
ANSI TP-PMD supports UTP and STP cabling. 100BaseT X uses the 100BaseX signaling scheme over 2-
pair Category 5 UTP or STP cabling.

The |IEEE 802.3u specification for 100BaseTX networks allows a maximum of two repeater, or hub,
networks and atotal network diameter of approximately 200 m. A link segment, defined as a point-to-point
connection between two Medium Independent Interface (M11) devices, can be up to 100 m,

100BaseFX— Based on the ANSI TP-PMD X3T9.5 specification for FDDI LANs. (FDDI LANs will be
discussed in detail in Chapter 7, "FDDI.") 100BaseFX uses the 100BaseX signaling scheme over two-strand
multimode fiber-optic (MMF) cable. The IEEE 802.3u specification for 100BaseFX networks allows DTE-
to-DTE links of approximately 400 m, or one repeater network of approximately 400 m in length.
100BaseT4— Allows 100BaseT to run over existing Category 3 wiring, provided that al four pairs of
cabling are installed to the desktop. 100BaseT4 uses the half-duplex 4T+ signaling scheme. The IEEE
802.3u specification for 100BaseT4 networks allows a maximum of two repeater, or hub, networks and a
total network diameter of approximately 200 m. A link segment, defined as a point-to-point connection
between two Medium Independent Interface (MI11) devices, can be up to 100 m.

Table 3-11. 100BaseT Media Type Characteristics

Characteristics 100BaseTX 100BaseFX 100BaseT4
Cable Cat 5 UTP, or Types 1 and 62.5/125 micron MMF Cat3,4,0r5
2 STP UTP
Number of pairs or 2 pairs 2 strands 4 pairs
strands
Connector ISO 8877 (RJ-45) Duplex media-interface ISO 8877 (RJ-




connector (MIC)

45)

Maximum segment 100 m 400 m 100 m
length
Maximum network 200 m 400 m 200 m

diameter

Fast Ethernet Applications

Fast Ethernet is most often deployed to the desktop in large organizations with multimedia, CAD/CAM, or large
data requirements, such as database updates. Fast Ethernet is also found in smaller data center implementations to
provide faster access to server farms and other storage devices.

Fast Ethernet can also be deployed in Inter-Switch Link (1SL) implementations, where single (100 Mbps) or
multiple (up to 800 Mbps) Fast Ethernet channels can be bundled to provide backbone trunking between 10/100

Mbps Ethernet switches.

100VG-AnyLAN

HP developed 100V G-AnyLAN as an alternative to CSMA/CD for newer time-sensitive applications, such as
multimedia. The access method is based on host demand and was designed as an upgrade path from Ethernet and
16 Mbps Token Ring. 100V G-AnyLAN supports four cable types.

4-pair Category 3 UTP
2-pair Category 4 or 5 UTP

STP
Fiber optic




The IEEE 802.12 100V G-AnyLAN standard specifies the link-distance limitations, hub-configuration limitations,
and maximum network-distance limitations.

Figure 3-12 illustrates the link distance limitations. Link distances from node-to-hub are 100 m (Cat 3 UTP) or 150
m (Cat 5 UTP).

Figure 3-12. 100VG-AnyLAN Distance Limitations
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100V G-AnyLAN hubs are arranged in a hierarchical fashion, as shown in Figure 3-13. Each hub has at least one
uplink port, and every other port can be a downlink port. Hubs can be cascaded three-deep if uplinked to other
hubs, and cascaded hubs can be 100 m apart (Cat 3 UTP) or 150 m apart (Cat 5 UTP).

N
/

Figure 3-13. 100VG-AnyLAN Hierarchy



In Figure 3-14, end-to-end network-distance limitations are 600 m (Cat 3 UTP) or 900 m (Cat 5 UTP). If hubs are
located in the same wiring closet, end-to-end distances shrink to 200 m (Cat 3 UTP) and 300 m (Cat 5 UTP).

Figure 3-14. 100VG-AnyLAN End-to-End Distance Limitations






100VG-AnyLAN Operation

100V g-AnyLAN uses a demand-priority access method that eliminates collisions and can, therefore, be more
heavily loaded than 100BaseT. The demand-priority access method is deterministic, unlike CSMA/CD, because the
hub controls access to the network.

The 100V g-AnyLAN standard calls for alevel-one hub, or repeater, that acts as the root. This root repeater
controls the operation of the priority domain. Hubs can be cascaded three-deep in a star topology. | nterconnected
hubs act as a single large repeater, with the root repeater polling each port in port order.

In general, under 100V G-AnyLAN demand-priority operation, a node wanting to transmit signals its request to the
hub or switch. If the network isidle, the hub immediately acknowledges the request and the node begins
transmitting a packet to the hub. If more than one request is received at the same time, the hub uses a round-robin
technique to acknowledge each request in turn. High-priority requests, such as time-sensitive videoconferencing
applications, are serviced ahead of normal-priority requests. To ensure fairness to all hosts, a hub does not grant
priority access to a port more than twice in arow. 100V G-AnyLAN supports a network diameter of up to 4,000 m,
versus the 2,500 m supported by 10BaseT and the 200 to 370 m supported by 100BaseT. 100V G-AnyLAN
supports both |EEE 802.3 and | EEE 802.5 frame formats.

100VG-AnyLAN Applications

100V G-AnyLAN's chief benefit is as a migration point while upgrading to a higher transmission speed, as well as a
single network infrastructure supporting both Ethernet (IEEE 802.3) and Token Ring (IEEE 802.5) frame formats.

100V G-AnyLAN is acollision-free domain, supporting easier migrationto ATM LAN emulated network
Implementations.



1000 Mbps, or Gigabit (Gbps) Ethernet

The |EEE ratified the Gigabit Ethernet standard in 1998 as |IEEE 802.3z. Gigabit Ethernet is much like Fast
Ethernet with an extra zero added.

Gigabit Ethernet uses the same 802.3 frame format as that of 10 Mbps and 100 Mbps Ethernet and operatesin the
same half- or full-duplex modes. When small frames are transmitted in a half-duplex environment, many carrier
extension bits will be added. This environment makes Gigabit Ethernet inefficient for small frames because large
amounts of useless carrier extension bits are transmitted.

Suppose a host was to transmit only 64-byte minimum size frames. The carrier extension would add 438 bytes to
meet the specification of a 512-byte slot time. To calculate the overall efficiency, the interframe gap (IFG)
overhead of 12 bytes is added, yielding the following equation and result: 64/(512+12)=12% efficiency, or 122
Mbps, marginally better than a Fast Ethernet implementation.

Small frames are quite common, so this issue was addressed by the IEEE 802.3z standard with the implementation
of burst mode in the Gigabit Ethernet MAC adapter.

Burst Mode

Burst mode is a change to the Ethernet CSMA/CD transmission specification for gigabit operation. Burst mode is a
feature that allows a MAC adapter to send a short sequence, or burst, of frames equal to approximately 5.4

maxi mum-length frames (8192 bytes of data) without having to relinquish control of the medium. The transmitting
MAC adapter fills each interframe interval with extension bits so that other hosts on the network will see that the
network is busy and will not attempt transmission during the burst until the sending host is finished.



If the length of the frame is less than the minimum frame length, an extension field is added to extend the frame
length to the values indicated in Table 3-12. Subsequent frames in a frame-burst sequence do not need extension
fields, and a frame burst might continue as long as the burst limit has not been reached. If the burst limit is reached
after aframe transmission has begun, transmission is allowed to continue until the entire frame has been sent.

Table 3-12. Gigabit Ethernet Parameters

| Parameter | Gigabit Ethernet/802.3z
SlotTime 4096 bit times (4.096 microseconds)
\I\/Iinimum InterFrameGap \96 bit times (9.6 microseconds)
AttemptLimit 16

\BackoffLimit \10 (exponential number)

JamSize 32-48 bits (4 bytes)

MaxFrameSize

12144 bits (1518 bytes)

\MinFrameSize

512 bits (64 bytes)

AddressSize

48 bits (6 bytes)

NOTE

Frame extension fields are not defined, and burst mode is not allowed for 10 Mbps and 100 Mbps transmission

rates.




Gigabit Ethernet CSMA/CD

The Gigabit Ethernet MAC adapter uses the same Ethernet MAC algorithm, operating at 10 times the speed of
100BaseT. Running Gigabit Ethernet created some challenges for CSMA/CD implementation. To make
CSMA/CD work at 1 GHz (Gbps), a minor modification to the slot time was required. The slot time was increased
from 512 bits (64 bytes) for 10/100 Mbps to 4096 bits (512 bytes) for 1000 Mbps.

NOTE

The dlot time is the allocated time during which the complete frame needs to be transmitted. During the slot time,
the transmitter retains control of the media.

In aGigabit Ethernet implementation (refer to Table 3-12), if the transmitted frame is smaller than 512 bytes, an
extra carrier extension is added. The carrier extension is added at the end of the completed frame to make it meet
the new slot time of 512 bytes.

1000 Mbps, or 1 Gbps Ethernet Applications

Gigabit Ethernet is most often deployed to the desktop in larger organizations with multimedia, CAD/CAM, or
large data requirements, such as database updates, where Fast Ethernet will not provide enough bandwidth. Gigabit
Ethernet is also found in larger data center implementations to provide faster access to server farms and other
storage devices.



Gigabit Ethernet can also be deployed in Inter-Switch Link (ISL) implementations where Gigabit Ethernet
channels of 2 Gbps to 8 Gbps can be bundled to provide backbone trunking between 10/100 Mbps Ethernet
switches.

10 Gbps, or 10 Gigabit Ethernet

10 Gigabit Ethernet uses the IEEE 802.3 Ethernet MAC protocol, frame format, and frame size. In short, 10
Gigabit Ethernet is still Ethernet. 10 Gigabit Ethernet is full-duplex only, operating like full-duplex Fast Ethernet
and Gigabit Ethernet; therefore, 10 Gigabit Ethernet has no additional inherent distance limitations.

The |IEEE 802.3ae Task Force, a subcommittee of the larger 802.3 Ethernet Working Group, is currently
developing 10 Gigabit Ethernet. As of thiswriting, a 10 Gigabit Ethernet standard is expected to be completed as
of March 2002.

10 Gigabit Ethernet enables Ethernet to match the speed of the fastest WAN backbone technology today, OC-192.
(OC-192 runs at approximately 9.5 Gbps.)

NOTE

CyOptics Inc., asemiconductor firm in Los Angeles, has developed a chip that supports OC-768 (40 Gbps)
networks.

The IEEE 802.3ae 10 Gigabit Ethernet Task Force has specified an optional interface that delivers Ethernet data at
arate compatible with SONET/SDH. This WAN physical layer (PHY) interface enables the attachment of packet-
based |P/Ethernet switches to SONET/SDH access equipment.



The 10 Gigabit Ethernet Alliance supports the standards set forth by the 10 Gigabit Ethernet Task Force. This
Alliance was formed February 8, 2000 and comprises Cisco, 3Com, Extreme Networks, Intel, Nortel Networks,
Sun Microsystems, and World Wide Packets. The Alliance’s mission is to promote 10 Gigabit Ethernet for LAN,
MAN, and WAN implementations.

Because the 10 Gigabit Ethernet standard is still Ethernet, it requires no change to the Ethernet MAC protocol or
frame format. 10 Gigabit Ethernet supports all upper-layer services. These services include all of the Cisco
Intelligent Network Services that operate at OSI Layers 2 and 3 and higher, including high availability,
Multiprotocol label switching (MPLS), quality of service (QoS) including voice over IP (VolP) services, security
and policy enforcement, server load balancing (SLB), and Web caching. 10 Gigabit Ethernet will support all
standard Layer 2 functions including 802.1p, 802.1q (VLANS), EtherChannel, and spanning tree.

10 Gigabit Ethernet Applications

10 Gigabit Ethernet has applications across local-area networks (LANS), metropolitan-area networks (MANS), and
wide-area networks (WANS).

LAN Applications
10 Gigabit Ethernet would serve well in the following network environments:

Server interconnect for clusters of servers

Aggregation of multiple 1000BaseX or 1000BaseT segments into 10 Gigabit Ethernet links
Switch-to-switch links for very high-speed connections between switches in the same data center, in an
enterprise backbone, or in different buildings



The cable medium supporting 10 Gigabit Ethernet ina LAN environment will be single-mode fiber (SMF), FDDI-
grade multimode fiber, or the new higher-bandwidth multimode fiber (MMF) (see Figure 3-15).

Figure 3-15. 10-Gigabit Ethernet LAN Application
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10 Gigabit Ethernet will most likely be found in service provider and enterprise data centers and LANS. It is
anticipated that network managers will initially deploy 10 Gigabit Ethernet to provide high-speed interconnection
between large-capacity switches inside the data center or computer room, or between buildings in a campus

environment. As bandwidth needs increases, 10 Gigabit Ethernet will most likely be deployed throughout the entire
LAN, including switch-to-server and MAN and WAN access applications.

MAN Applications



The Gigabit Ethernet space has seen significant growth in the deployment of long-distance Gigabit Ethernet using
long wavelength optics (1000Basel X and 1000BaseZX) on dark fiber links. Cisco helps customers build these
links, ranging up to 100 km, with the use of pluggable transceivers called gigabit interface converters, or GBICs.

10 Gigabit Ethernet will likely be deployed in MAN applications, as shown in Figure 3-16, over dark fiber, dark
wavelength, and as a fundamental transport for facility services. Dark fiber refers to unused single-mode fiber
(SMF) capacity from fiber that has been installed for long-distance applications that usually reach up to 100 km
without amplifiers or optical repeaters. Thisfiber is not "lit," meaning that it is not carrying traffic and it is not
terminated.

Figure 3-16. 10-Gigabit Ethernet MAN Application
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10 Gigabit Ethernet will be a natural fit with dense wave division multiplexing (DWDM) equipment as more
DWDM-based systems are deployed. For enterprise solutions, 10 Gigabit Ethernet services over DWDM will
enable serverless buildings, remote backup, and disaster recovery. For service provider solutions, 10 Gigabit
Ethernet will enable the provisioning of dark wavelength gigabit services to customers at a competitive cost
structure.

NOTE



Dark wavelength, or dark lambda, refers to unused capacity on a DWDM system.

WAN Applications

10 Gigabit Ethernet WAN applications look similar to MAN applications because they also support dark fiber,
dark wavelength, and SONET infrastructures (see Figure 3-17). Multilayer switches and terabit routers will be
attached via 10 Gigabit Ethernet to the SONET optical network, which includes add drop multiplexers (ADMSs)
and DWDM devices. When dark wavelengths are available, 10 Gigabit Ethernet can be transmitted directly across
the optical infrastructure, reaching distances from 70 to 100 km.

Figure 3-17. 10-Gigabit Ethernet WAN Application
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NOTE

SONET is the dominant transport protocol in the WAN backbone today and most MAN service offerings
supporting SONET OC-3 (155 Mbps) or OC-12 (622 Mbps).



Summary

The term Ethernet refers to the family of local-area networks (LANS) standardized by the |EEE 802.3 Working
Group. This standard also defines what is commonly known as the CSMA/CD (Carrier Sense Multiple Access with
Collision Detect) protocol.

Ethernet is abroad term in its own right. It has several subsets ranging from 10Base2 (10 Mbps Ethernet with a
maximum segment length of 185 meters over thin coaxial cable) to 1000BaseT (1000 Mbps Ethernet or Gigabit
Ethernet with a maximum segment length in excess of 500 m over fiber-optic cable). Anticipated in Spring 2002 is
the standardization of 10-Gigabit Ethernet, supporting distances up to 40 km over single-mode fiber.

Ethernet started off as a shared-media technology, using repeaters to increase network size. As Ethernet speeds
have increased, the network diameter has shrunk proportionately. Whereas 10 M bps Ethernet supports up to four
repeater hops, 100 Mbps (Fast) Ethernet supports only one or two repeater hops. Gigabit Ethernet had to be
modified a bit by the use of carrier extensions in the frame to make one repeater hop possible.

Over time, especially with the advent of 10 Gigabit Ethernet, the CSMA/CD algorithm will be utilized less as more
Ethernet implementations will utilize the full-duplex features with LAN switching technology.

Chapter 4. Ethernet Documentation

Chapter 3, "Ethernet/| EEE 802.3," discussed the underlying technology for Ethernet LAN networks; this chapter
will discuss some recommendations and guidelines to follow to document an Ethernet network.

Most networking discussions today include the topic of documentation at some point, whether the mention is a
statement advising that you should document your network assets or a statement advising that network



documentation is a good tool to have when troubleshooting a network issue. The challenge here is what network
information should be documented and later reviewed and analyzed for any potential network-related issues.

Network documentation should be both easy to complete and easy to understand. In an effort to make the network
documentation process easier to manage for Ethernet LAN implementations, templates have been prepared and
presented here for use. These templates are preceded by relevant console commands, a case study, and a sample
completed template serving as a guide.

NOTE

The templates presented here are also available for download from the Cisco Press Web site
(www.ciscopress.comy/1587050390).

An introduction or case study precedes each template, with suggestions regarding template completion. These
templates are not all encompassing, nor are they designed to be. Rather, these templates are designed to help the
consultant, engineer, or anyone involved with a network gather the vital information pertaining to a network and its
related segments.

Case Study: Naming Conventions

A naming convention, or scheme, that is easy to use should be employed in any network for which you are
responsible. A naming convention should scale with the network as it grows. The purpose behind a naming
convention is to make network documentation easier to prepare, and assist with network maintenance and

troubleshooting. For example, a network engineer new to the company’s operations would be able to easily



recognize the function and purpose of a device so named HQ_7500Router WAN rather than the same device
referred to as Sprint Router.

A good naming scheme would incorporate the geographic location of the device. Use the following design:
Geographic location_Network Device Division or Segment_Miscellaneous |dentifier

For example, a switch located at an organization’s corporate headquarters could be named in one of the following
fashions:

Chicago_Switch
HQ_ Switch

This reflects a network switch located at corporate headquarters, in this case located in Chicago, Illinois.
A network device being used by a particular division or building floor might use the following scheme:
Chicago_Switch Marketing
HQ_Switch IT
Dalas 5509 Floor4 (Dallas 5509 4thFloor)

The Miscellaneous Identifier gives flexibility in identifying the network device in question.

For example, NewY ork_Router |IT_Backup, clearly identifies where and what the network device in question is
(Router in New Y ork), the network segment (I1T), and the devices function (Backup).

A naming convention should be easy and comfortable to use, and a single naming convention cannot work with
every network. These are examples of what can be called a"generic" convention, but one that certainly is useful



and flexible. If you have found a different scheme that works, then please continue to use it. Theidea isthat if
someone else looks at your network documentation, that person can easily determine the topology.

This same naming convention can be globally deployed and supported across the organization by the use of a
domain name server (DNS). By deploying the naming scheme across the domain with DNS, administration and
inventory are easier to manage. Troubleshooting is also facilitated in a more manageable fashion than without the
use of naming.

For example, the following trace route command would not be of much help to an engineer without the names
(unless the engineer was fortunate to know to which device each network address was assigned):

1 Washi ngt onDC. MCl Rout er . Engi neeri ng [ 207. 69. 220. 81]
2 ci sco-f0-1-0. norva3. m ndspring. net [207.69.220. 65]
3 s10-0-1.vi ennal-cr 3. bbnpl anet. net [4.1.5.237]

4 p4- 2. vi ennal- nbr 2. bbnpl anet. net [4.0.1. 133]

5 p4- 0. washdc3- br 2. bbnpl anet . net [4.0. 1. 97]

6 p3- 0. washdc3- br 1. bbnpl anet . net [4. 24. 4. 145]

7 p2- 0. chcgi |l 1- br 2. bbnpl anet . net [4. 24. 6. 93]

8 p4- 0. chcgi |l 1- br 1. bbnpl anet . net [4.24.5. 225]

9 S0-4-1-0.chcgil 2-br 1. bbnpl anet . net [4.24.9. 69]
10 pl- 0. chcgil 2-cr 11. bbnpl anet. net [4. 24. 6. 22]
11 p7- 1. pal oal t o- nbr 1. bbnpl anet . net [ 4. 24. 6. 98]
12 pl- 0. pal oal to-cr 1. bbnpl anet. net [4.0.6. 74]
13 h1l- 0. ci sco. bbnpl anet. net [4. 1. 142. 238]
14 pi gpen. ci sco.com [192. 31.7. 9]
15 www. ci sco.com [ 198. 133. 219. 25]



Small Ethernet (Hub-Based) Networks

Hub-based networks are generally found in the Small Office/Home Office (SOHO) environment. Generally, these
networks have a central 10/100 megabits per second (Mbps) hub interconnecting workstations, servers, and
printers. For connectivity to an external network, such as the Internet, a wide-area network (WAN) device, such as
arouter or modem (for example, ISDN, xDSL, and cable modem), is attached to this central hub.

Figure 4-1 illustrates a basic SOHO Ethernet LAN implementation.

Figure 4-1. Basic SOHO Ethernet (Hub-Based) LAN

The following IOS commands might be used to collect Ethernet LAN information.



Commands

Following are the relevant router commands (for the Cisco 2505, 2507, or 2516) used to gather the necessary
information. Keep in mind there are other commands that can provide this same information, such as show config.

show hub

The show hub command is used to display information about the built-in hub on an Ethernet interface of a Cisco
2505, Cisco 2507, or Cisco 2516.

show hub [ether nunber [port [end-port]]]

Syntax Description:

ether— (Optional) Indication that this is an Ethernet hub.

number— (Optional) Hub number, starting with 0. Since there is currently only one hub, this number is 0.

port— (Optional) Port number on the hub. On the Cisco 2505, port numbers range from 1 through 8. On the Cisco
2507, port numbers range from 1 through 16. On the Cisco 2516, Ethernet ports number 1 to 14. If a second port
number follows, then this port number indicates the beginning of a port range.

end-port— (Optional) Ending port number of a range.
The following is sample output from the show hub command for hub O, port 2 only:

Rout er# show hub ethernet 0 2



Port 2 of 16 is admnistratively down, link state is down
0O packets input, O bytes

O errors with O collisions

(0 FCS, 0 alignnent, 0 too |ong,

O short, O runts, O |ate,

O very long, O rate m snat ches)

O auto partitions, |ast source address (none)

Last clearing of "show hub" counters never

Repeater information (Connected to EthernetO)
2792429 bytes seen with 18 collisions, 1 hub resets
Version/device ID 0/1 (0/1)

Last clearing of "show hub" counters never

The following is sample output from the show hub command for hub O, al ports:

Rout er# show hub ethernet O

Port 1 of 16 is admnistratively down, link state is up
2458 packets input, 181443 bytes

3 errors with 18 colli sions

(0 FCS, 0 alignnent, 0 too | ong,

O short, 3 runts, O |ate,

O very long, O rate m snat ches)

O auto partitions, |ast source address was 0000. Ocff.e257
Last clearing of "show hub" counters never



Port 16 of 16 is down, link state is down

O packets input, O bytes

O errors with O collisions

(0 FCS, 0 alignnent, 0 too |ong,

O short, O runts, O |ate,

O very long, O rate m snat ches)

O auto partitions, |ast source address (none)
Last clearing of "show hub" counters never
Repeater information (Connected to EthernetO)
2792429 bytes seen with 18 collisions, 1 hub resets
Version/device ID 0/1 (0/1)

Last clearing of "show hub" counters never

| nternal Port (Connected to EthernetO)

36792 packets input, 4349525 bytes

O errors with 14 collisions

(0 FCS, 0 alignnent, 0 too |ong,

O short, O runts, O |ate,

O very long, O rate m snat ches)

O auto partitions, |ast source address (none)
Last clearing of "show hub" counters never



Documentation Case Study

Figure 4-2 depicts a LAN with three fixed workstations, afile server, a network printer, and a router for WAN
connectivity. This network is used to support a small sales office with about 10 users.

Figure 4-2. Small Ethernet Hub Network (Example)

B w5

E

This network is used to demonstrate the following documentation template for a small Ethernet (hub) network.

Table 4-1. Ethernet Documentation Template for Hubbed Segments [Example]

Organization: Sales
LAN Segment Name: Sales_Cincy
LAN Segment Description: Cincinnati Office (Remote)
LAN Backbone Speed [10/100 10 Mbps




Mbps]:

Hub Device [Vendor and Model]: Cisco 1524 M Mgmt Address:
Number of Users: 10 Primary Network Apps: E-Mail, Intranet,
WWW
ID Host Name MAC Address Network Address Description
A LocalUser_1 00-00-86-5c-7a- 10.124.173.25/24 Workstation
3a
B LocalUser_2 00-aa-00-62-c6- 10.124.173.26/24 Workstation
09
C LocalUser_3 10.124.173.27/24
D Sales_Server 10.124.173.10/24 File Server
E LAN_Printer 10.124.173.242/24 Network Printer
F Cincy_Router 00-aa-84-51-a3- 10.124.173.2/24 WAN Router

07

oz X~~~ ITO




Notes: Any miscellaneous information pertaining to the network environment, such as users, pending
changes, and so on would be entered here.

NOTE

Not every field requires completion as long as the document reader is able to ascertain the topology, components,
and function of the network.

Organization— The organization(s) that this LAN segment supports

LAN Segment Name— A unique identifying name for this LAN segment.

LAN Segment Description— The purpose of this LAN segment

LAN Backbone Speed [10/100]— 10 Mbps or 100 Mbps

Hub Device [Vendor and Model]— Not necessary, but useful if vendors' technical support organization
assistance is needed

Management Address— Used if the hub is capable of being remotely managed.

Number of Users— The total number of users on the segment; identified as active, inactive, or both.
Primary Network Apps— The applications that this segment primarily supports

ID— An alpha-character ID used to easily identify a network device. This|D can aso serve as areference
point for network review and analysis.



Host Name— It is recommended that you use a unique name, although it is not necessary. The advantages of
aunique host name are that the features and advantages of DNS implementation can be realized.
MAC Address— Thisisthe OS| Layer 2 physical address of the device. This addressis useful for network

troubleshooting, but is not necessary if the Network Address is known.

Network Address— Thisisthe OSI Layer 3 logical (network) address of the device. This address is useful
for network troubleshooting, but is not necessary if the MAC Address is known.

Description— This is a miscellaneous field used for descriptive or other comments regarding the device.
This field could be optional but is worth using because any information makes for more efficient network

management and planning.

NOTE

The Network Addressing scheme is dependent on the network protocol in use, such as the TCP/IP suite, Novell's

IPX implementation, or Apple Computer's AppleTalk implementation.

Table 4-2. Ethernet Documentation Template for Hubbed Segments

Organization:

LAN Segment Name:

\LAN Segment Description:

LAN Backbone Speed [10/100 Mbps]:

\Hub Device [Vendor and Model]:

Mgmt Address: |

Number of Users:

\Primary Network Apps: \

ID \Host Name

MAC

Network Description




Address

Address

Notes:




Small Ethernet (Bridge-Based) Networks

Bridge-based networks are generally found in the SOHO and medium-sized networking environments. Generally
these networks have a central 10/100 Mbps bridge interconnecting workstations, servers, and printers. For
connectivity to an external network, such as the Internet, a wide-area network (WAN) device, such as a router or
modem (for example, ISDN, xDSL, or cable modem) is attached to this central bridge. Bridges are often deployed
when it is necessary for the LAN to span a greater distance than what would normally be supported by a hub,
although the deployment of repeaters is more cost effective. Bridges also 1provide separation of collision domains
by filtering and forwarding data traffic based on the MAC address.

Figure 4-3illustrates a basic Ethernet LAN implementation utilizing a bridge for interconnectivity.

Figure 4-3. Basic Ethernet (Bridge-Based) LAN
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Commands

Following is the relevant router command used to gather the necessary information. Keep in mind there are other
commands that can provide this same information, such as show config.

show bridge

The Cisco router command show bridge provides interface and subinterface information (if applicable) of each
MAC address available.

For example, the show bridge command on the router would yield the following output, and would be described as
shown in Table 4-3.



Total of 300 station blocks, 280 free

Codes: P -

permanent, S - self

Bri dge Group 32: Bridge G oup 32:

Addr ess Action | nterface Age RX count TX count
0180. c200. 0000 forward Et hernet 1/ 1 S 0
frff. ffff. fFF " forward Et hernet 1/ 1 S 0 0
0900. 2b01. 0001 forward Et hernet 1/ 1 S 0 0
0300. 0c00. 0001 forward Et hernet 1/ 1 S 0 0
0000. 0c05. 1000 forward Et hernet 1/ 1 4 1 0

Table 4-3. show bridge Field Descriptions

Field Description

Total of 300  Total number of forwarding database elements in the system. The memory to hold bridge

station blocks

entries is allocated in blocks of memory sufficient to hold 300 individual entries. When the
number of free entries falls below 25, another block of memory sufficient to hold another
300 entries is allocated. Therefore, the size of the bridge-forwarding database is limited
to the amount of free memory in the router.

280free Number in the free list of forwarding database elements in the system. The total number
of forwarding elements is expanded dynamically, as needed.

Bridge Group Bridging group to which the address belongs.

Address Canonical (Ethernet ordered) MAC address.

Action Action to be taken when that address is looked up; choices are to discard or forward the




datagram.

\Interface \Interface, if any, on which that address was seen.

Age Number of minutes since a frame was received from or sent to that address. The letter
"P" indicates a permanent entry. The letter "S" indicates the system as recorded by the
router (self). On the modular systems, this is typically the broadcast address and the

router’s own hardware address; on the IGS, this field will also include certain multicast

addresses.
RX count Number of frames received from that address.
\TX count \Number of frames forwarded to that address.

Documentation Case Study

Figure 4-4 depicts a LAN with six fixed workstations, two servers, a network printer, and a router for WAN
connectivity. This network is used for a small enterprise full-time network operations center (NOC) located in
Philadel phia, Pennsylvania with a staff of about 50 personnel. The bridge functions here are actually implemented

in the Cisco 2611 router. To illustrate and document the logical topology, the routing and bridging functions have
been separated.

Figure 4-4. Ethernet Bridged Network (Example)
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This network is used to demonstrate the documentation template for an Ethernet [transparent] bridged network.

Table 4-4. Ethernet Documentation Template for Bridged Segments [Example]

Organization:

Network Operations

LAN Segment Name:

NOC_EastCoast

LAN Segment Description:

East Coast NOC in Philadelphia, PA

LAN Backbone Speed [10/100 Mbps]: 1100 Mbps
Hub Device [Vendor and Model]: Cisco 2611 Mgmt Address: 10.142.16.1
Number of Users: ~50 Primary Network E-Mail and SNMP

Apps:

Traffic




ID |Port Host Name MAC Address Network Address Description

A 1 NOC WS1 00-31-0d-c1-f1- 10.142.16.10/24
16

B 2 NOC _WS2 00-37-00-e3- 10.142.16.11/24
00-21

C 3 NOC WS3 00-41-00-ab- 10.142.16.14/24
di-f1

D 6 NOC_SUPE1 00-31-0c-d1-f0- 10.142.16.17/24
1c

E 8 NOC_SUPE2 09-00-2b-01- |10.142.16.22/24 NOC_SUPE1 Backup
00-01

F 19 NOC WS4 03-00-0c-00- 10.142.16.23/24
00-01

G 4 NOC_MAILSVR 00-40-0b-b2-f4-110.142.16.15/24 E-mail Server
00

H 5 NOC_AGENTSVR 00-40-0b-d4-f1- 10.142.16.16/24 SNMP Agent Server
Oc

I 7 NOC_Printer 00-00-0c-05- 110.142.16.43/24 Network Printer
10-00

J 10 NOC_WAN_Router 00-42-al1-31-ff- 10.142.16.8/24 Interface E1
01

K

L




AD

AE

AF

Notes: Any miscellaneous information pertaining to the network environment, such as users, pending
changes, and so on would be entered here. Such as noted previously, the bridging functions in this
network are implemented within the Cisco router.

Organization— The organization(s) that this LAN segment supports.

LAN Segment Name— A unique identifying name for this LAN segment.

LAN Segment Description— The purpose of this LAN segment.

LAN Backbone Speed [10/100]— 10 Mbps or 100 Mbps.

Bridge Device [Vendor and Model]— Not necessary, but useful if vendors' technical support organization
assistance is needed.

Management Address— Used if the bridge is capable of being remotely managed.

Number of Users— The total number of users on the segment; identified as active, inactive, or both.
Primary Network Apps— The applications that this segment primarily supports.

ID— An apha-character ID used to easily identify a network device. This|D can aso serve as areference
point for network review and analysis.

Port— The bridge port ID. Although not necessary, this information can be useful for network
troubleshooting.




Host Name— It is recommended that this be a unique name, although it is not necessary. The advantage of a
unigue host name are the features and advantages of DNS implementation that can be realized.
MAC Address— The OSI Layer 2 physical address of the device. This address is useful for network

troubleshooting, but is not necessary if the Network Address is known.

Network Address— Thisisthe OSI Layer 3 logical (network) address of the device. This address is useful
for network troubleshooting, but is not necessary if the MAC Address is known.

Description— This is a miscellaneous field used for descriptive or other comments regarding the device.
This field could be optional but is worth using because any information makes for more efficient network

management and planning.

NOTE

The Network Addressing scheme is dependent on the network protocol in use, such as the TCP/IP suite, Novell's
IPX implementation, or Apple Computer's AppleTalk implementation.

Table 4-5. Ethernet Documentation Template for Bridged Segments

Organization:
LAN Segment Name:
LAN Segment Description: |
LAN Backbone Speed [10/100 Mbps]:
\Bridge Device [Vendor and Model]: \I\/Igmt Address:
Number of Users: \Primary Network Apps: \
ID Port Host Name MAC Network Description




Address

Address

Notes:




Small Ethernet (Layer 2 Switch-Based) Networks

Layer 2 switch-based networks are generally found in the medium- and larger-sized networking environments.
Generally, these networks have a central 10/100 Mbps or Gigabit switch interconnecting workstations, servers, and
printers. For connectivity to an external network, such as the Internet, a wide-area network (WAN) device, such as
arouter or modem (for example, ISDN, xDSL, or cable modem) is attached to this central switch. Switches are
often deployed when it is necessary for the LAN to break up a collision domain or to support multiple VLANS.
Layer 2 switches provide separation of collision domains by filtering and forwarding data traffic based on the
MAC address.

NOTE

Although Layer 3 switching uses routing principles, an external routing device, or, in some cases, a Route Switch
Module (RSM), it is still necessary for routing between VLANs or WAN connectivity.

Figure 4-5 illustrates a basic Ethernet LAN implementation utilizing a Layer 2 switch for interconnectivity.

Figure 4-5. Basic Ethernet (Switch-Based) LAN



Commands

Following are the relevant switch commands used to gather the necessary information. Keep in mind that other
commands can provide this same information, such as show config.

show module
The show module command is used to display module status and information.
The following example shows how to display module status and information:

Consol e> show nodul e



Mbd Modul e- Nane
St at us

Mod MAC- Addr ess(es)

1 00- 40- Ob-b2-f4-00 thru 00-40-0b-b2-f7-ff

Ports Modul e- Type

100BaseTX Supervi sor

100BaseTX Et her net

1.81

2 00- 40- Ob- d5-04-8c thru 00-40-0b-d5-04-97 1.4

show port

The show port command is used to display port status and counters:

show port
show port nod num

show port nod nuni port _num

Syntax Description:

mod_num— The number of the module.

Mbodel Seri al - Num

WE- X2900 002477455

WE- X2902 002567322

2.112 2.126
1.2 2.126



port_num— The number of the port on the module.

The following example shows how to display the status and counters for all ports on module 2:

Consol e> show port
Port Nane
Type

1/ 1
100BaseTX
1/ 2
100BaseTX
2/ 1
100BaseTX
2/ 2
100BaseTX
2/ 3
100BaseTX
2/ 4
100BaseTX
2/'5
100BaseTX
2/ 6
100BaseTX

connect ed

not connect

not connect

not connect

not connect

not connect

not connect

not connect

t runk

1

Level

nor mal

nor nmal

nor mal

nor nmal

nor mal

nor mal

nor mal

nor mal

Dupl ex Speed

hal f

hal f

hal f

hal f

hal f

hal f

hal f

hal f

100

100

100

100

100

100

100

100



2/ 7
100BaseTX
2/ 8
100BaseTX
2/ 9
100BaseTX
2/ 10
100BaseTX
2/ 11
100BaseTX
2/ 12
100BaseTX

Port Align-Err

1/ 1
1/ 2
2/ 1
2/ 2
2/ 3
2/ 4
215
2/ 6
217
2/ 8
2/ 9

clololololololoNoNeNo)

FCS- Err

clololololololoNoNeNo)

not connect

not connect

not connect

not connect

not connect

not connect

clololololololoNoNolNo)

ecleolololololeleNeNeNe)

nor nmal

nor nmal

nor nmal

nor mal

nor mal

nor mal

hal f

hal f

hal f

hal f

hal f

hal f

100

100

100

100

100

100



2/ 10 0 0 0 0

2/ 11 0 0 0 0

2/ 12 0 0 0 0

Port Single-Col Multi-Coll Late-Coll Excess-Col Carri-Sens Runts

G ants

1/ 1 0 0 0 0 0 0
1/ 2 0 0 0 0 0 0
2/ 1 0 0 0 0 0 0
2/ 2 0 0 0 0 0 0
2/ 3 0 0 0 0 0 0
2/ 4 0 0 0 0 0 0
215 0 0 0 0 0 0
2/ 6 0 0 0 0 0 0



2/ 8 0 0 0 0 0

2/ 9 0 0 0 0 0
-2/ 10 0 0 0 0 0
-2/ 11 0 0 0 0 0
-2/ 12 0 0 0 0 0

Last - Ti ne-d ear ed

Sun Apr 21 1996, 11:51:37

show spantree
The show spantree command is used to display spanning-tree information for aVVLAN:

show spantree [ vlan ]
show spantree nod _nuni port _num

Syntax Description:
Vlan— (Optional) The number of the VLAN. If the VLAN number is not specified, the default isVLAN 1.

Mod _num— The number of the module.



Port_num— The number of the port on the module.
The following example shows how to display the spantree syntax structure and options:

Consol e> show spantree ?

Usage: show spantree [vl an]
show spantree

The following example shows how to display the spantree configuration:

Consol e> (enabl e) show spantree 1

VLAN 1

Spanni ng tree enabl ed

Desi gnat ed Root 00- 40- Ob- ac-80- 00

Desi gnat ed Root Priority 32768

Desi gnat ed Root Cost 10

Desi gnat ed Root Port 1/ 1

Root Max Age 20 sec Hello Tine 2 sec Forward Del ay 15 sec
Bridge | D MAC ADDR 00- 40- Ob- b2-f 4- 00

Bridge ID Priority 32768

Bri dge Max Age 20 sec Hello Tine 2 sec Forward Del ay 15 sec
Por t Vian Port-State Cost Priority Fast-Start

1/1 1 f orwar di ng 10 32 di sabl ed

1/ 2 1 not - connect ed 10 32 di sabl ed



2/ 1 1 not - connect ed 10 32 di sabl ed
2/ 2 1 not - connect ed 10 32 di sabl ed
2/ 3 1 not - connect ed 10 32 di sabl ed
2/ 4 1 not - connect ed 10 32 di sabl ed
2/5 1 not - connect ed 10 32 di sabl ed
2/ 6 1 not - connect ed 10 32 di sabl ed
21 7 1 not - connect ed 10 32 di sabl ed
2/ 8 1 not - connect ed 10 32 di sabl ed
2/ 9 1 not - connect ed 10 32 di sabl ed
2/ 10 1 not - connect ed 10 32 di sabl ed
2/ 11 1 not - connect ed 10 32 di sabl ed
2/ 12 1 not - connect ed 10 32 di sabl ed

The following example shows how to display the spantree configuration for module 1, ports 1 and 2, and module 2,
ports 1 through 4:

Consol e> show spantree 1/1-2,2/1-4

Por t Vian Port-State Cost Priority Fast-Start
1/ 1 1 f orwar di ng 10 32 di sabl ed
1/ 1 3 f orwar di ng 10 32 di sabl ed
1/ 1 44 f orwar di ng 10 32 di sabl ed
1/ 1 55 f orwar di ng 10 32 di sabl ed
1/ 1 66 not - connect ed 10 32 di sabl ed

1/ 1 77 f orwar di ng 10 32 di sabl ed



1/ 1
1/ 1
1/ 2
2/ 1
2/ 2
2/ 3
2/ 4

88
99
1000
1000
1000
1

1

not - connect ed
not - connect ed
| nacti ve
| nacti ve
| nacti ve
not - connect ed
not - connect ed

Documentation Case Study

The NOC in the previous case study has now expanded its mission from monitoring the East Coast enterprise
network (WAN) to monitoring and managing the nationwide enterprise WAN. The new network consists of an
Ethernet LAN with nine fixed workstations, two servers, a network printer, and a router for WAN connectivity.
The number of personnel has increased from 50 to 100. The bridge has been replaced with a Cisco Catalyst 5509
10/100 Ethernet Switch, with the user workstations in one VLAN, the supervisor workstations in another VLAN,

10
10
10
100
100
100
100

32
32
32
32
32
32
32

sabl ed
sabl ed
sabl ed
sabl ed
sabl ed
sabl ed
sabl ed

the file servers and printer in athird VLAN, and the WAN router in afourth VLAN.

This network is used to demonstrate the documentation template for an Ethernet Layer-2 switched network.

Figure 4-6. Ethernet Switched Network (Example)



Table 4-6. Ethernet Documentation Template for Switch Segments [Example]

Organization:

Network Operations

LAN Segment Name:

NOC_National

LAN Segment Description:

National NOC in Philadelphia, PA

LAN Backbone Speed [10/100 100 Mbps

Mbps]:

Bridge Device [Vendor and Catalyst 5509 Mgmt Address: 10.142.16.2

Model]:

Number of Users: 100 Primary Network Apps: E-Mail and SNMP
Traffic




Mod/ MAC

ID Port Host Name Address Network Address VLAN Description

A 1/1 NOC_WS1 00-31-0d-c1- 10.142.16.10/24 2
f1-16

B 1/2 NOC_WS2 00-37-00-e3- 10.142.16.11/24 2
00-21

C 1/3 NOC_WS3 00-41-00-ab- 10.142.16.14/24 2
di-f1

D 1/4 NOC_SUPE1 00-31-Oc-d1- 10.142.16.17/24 50
fO-1c

E 1/5 NOC_SUPE2 09-00-2b-01- 10.142.16.22/24 50 NOC_SUPE1
00-01 Backup

F 1/6 NOC WS4 03-00-0c-00- 10.142.16.23/24 2
00-01

G 2/2 NOC_MAILSVR 00-40-0Ob-b2- 10.142.16.15/24 85 E-Mail Server
f4-00

H 2/3 NOC_AGENTSVR  00-40-Ob-d4-10.142.16.16/24 85 SNMP Agent
f1-0c Server

| 2/4 NOC_Printer 00-00-0c-05- 10.142.16.43/24 85 Network Printer
10-00

J 2/1 NOC_WAN_Router |00-42-al1-31- 10.142.16.8/24 100 Interface E1
ff-01

K 2/5 NOC_WS5 05-22-f1-a0- 10.142.16.121/24 2

dl-cl




L 2/6 NOC_WS6 00-40-b1-cO0- 10.142.16.143/24 2
f1-36

M 1/7 NOC_WS7 04-40-b0-d1- 10.142.16.144/24 2
32-25

BJ. | | | | |

BK

BL

Notes: Any miscellaneous information pertaining to the network environment, such as users, pending
changes, and so on, would be entered here.

Organization— The organization(s) that this LAN segment supports.

LAN Segment Name— A unique identifying name for this LAN segment.

LAN Segment Description— The purpose of this LAN segment.

LAN Backbone Speed [10/100]— 10 Mbps or 100 Mbps.

Hub Device [Vendor and Model]— Not necessary, but useful if vendors' technical support organization
assistance is needed.

Management Address— Used if the switch is capable of being remotely managed.

Number of Users— The total number of users on the segment; identified as active, inactive, or both.
Primary Network Apps— The applications that this segment primarily support.



ID— An alpha-character ID used to easily identify a network device. This D can also serve as a reference
point for network review and analysis.

Port— The switch port ID that is usually annotated as "module/port"; for example, port 2/5 indicates module
2, port 5.

Host Name— It is recommended that this be a unique name although it is not necessary. The advantages of a
unigue host name are the features and advantages that DNS implementation can be realized.

MAC Address— The OSI Layer 2 physical address of the device. This address is necessary if any port level
filtering or blocking is to be applied to the switch configuration.

Network Address— The OSI Layer 3 logical (network) address of the device. This address is useful for
network troubleshooting, but is not necessary if the MAC Address is known.

VLAN— Thisis used to identify what VLAN this host is a member of. VLAN 1 is used for management
purposes with regard to Catalyst Switches.

Description— This is a miscellaneous field used for descriptive or other comments regarding the device.
This field could be optional, but is worth using because any information makes for more efficient network
management and planning.

NOTE

The Network Addressing scheme is dependent on the network protocol in use, such as the TCP/IP suite, Novell's
IPX implementation, or Apple Computer's AppleTalk implementation.

Table 4-7. Ethernet Documentation Template [Sample]

Organization: |

\LAN Segment Name:




LAN Segment Description:

LAN Backbone Speed [10/100
Mbps]:

Bridge Device [Vendor and
Model]:

Mgmt Address:

Number of Users:

Primary Network
Apps:

O

Mod/ Port Host Name

MAC
Address

Network
Address

VLAN

Description
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Notes:

Summary

Several network auto-discovery tools are available on the market today that can expedite the network discovery
and documentation process. These tools generally use Simple Network Management Protocol (SNMP)
implementations to collect and correlate network information for presentation.

Up-to-date documentation is paramount in troubleshooting any network issue. Due to a network troubleshooter’s
reliance on current documentation, the importance of keeping this documentation current cannot be stressed
enough.

Chapter 5. Ethernet Network Review and Analysis

After an Ethernet network has been documented, the next step is to review the physical and logical topology for
any performance-impacting issues.



The physical topology review ensures that the standards and practices for Ethernet and |EEE 802.3 networks, such
asthe "5-4-3" repeater rule and cable lengths, are followed.

The logical topology review looks at the "soft" side of the Ethernet network segment, analyzing traffic patterns,
network thresholds, and possible network issues such as congestion.

This chapter examines the information provided by the Cisco router interface and the different types of errors that
can be found on an Ethernet segment, what these errors indicate, and what corrective action might be required.

Cisco Router Interface Commands

The router interface commands discussed include the following:

show interfaces ether net
show buffer s ether net
show processes cpu

Each of these commands provides unique and useful information, which when combined, present a clear picture of
how the network segment is performing.

show interfaces ethernet

show interfaces ether net is entered from the privileged EXEC command interface on the Cisco router. It displays
information about the specified Ethernet interface.

The syntax for this command is as follows:



show interface ether net number
show interface ether net number accounting

show interfaces ethernet number

Following is a sample of the output produced by this command:

Rout er# show i nterfaces ethernet 0

Et hernet O is up, |ine protocol
Har dware is MCl Ethernet,
0000. 0c00. 4369)
| nternet address is 131.108. 1.1,
MIU 1500 bytes, BW 10000 Kbit,
1/ 255
Encapsul ati on ARPA,
ARP type:
Last input 0:00: 00,
Qut put queue 0/ 40, O drops;
Five m nute input
Five m nute out put
2295197 packets input,
Recei ved 1925500 broadcasts,
3 input errors,

DLY 1000 usec,

| oopback not set,
ARPA, PROBE, ARP Ti nmeout 4:00:00
out put 0: 00: 00,

305539992 byt es,
O runts,
3 CRC, O frane, O overrun,

IS up
address is aa00.0400.0134 (bia

subnet mask i s 255. 255.255.0
rely 255/ 255, | oad

keepal i ve set (10 sec)

out put hang never

| nput queue 0/ 75, 2 drops
rate 61000 bits/sec,
rate 1000 bhits/sec,

4 packets/sec

2 packets/sec

0 no buffer

0O giants

O ignored, O abort

O input packets with dribble condition detected



3594664 packets out put,
8 output errors,
O output buffer failures,

436549843 bytes, 0 underruns
1790 collisions, 10 interface resets,
O out put buffers swapped out

O restarts

Table 5-1 explains each output field.

Table 5-1. show interface ethernet Port Field Descriptions

Field

Description

Ethernet is up

Indicates whether the interface hardware is currently active.

Ethernet is administratively
down

Indicates whether an administrator has taken down the current active
interface.

Ethernet is disabled

Indicates whether the router has received more than 5,000 errors in a
(default) 10-second keepalive interval.

Line protocol is [up | down |
administratively down]

Indicates whether the line protocol software processes believe the
interface is usable or if an administrator has taken it down.

Hardware

Indicates the hardware type and (MAC) address.

Internet address

Indicates the configured Internet address and associated subnet mask.

MTU Indicates the interface’s maximum transmission unit (MTU).

BW Indicates the interface’s bandwidth in kilobits per second (kbps).
DLY Indicates the interface’s delay in microseconds.

Rely Indicates the interface’s reliability as a fraction of 255 (100 percent

reliability is expressed as 255/255), calculated as an exponential average
over 5 minutes.




Load

Indicates the interface’s load as a fraction of 255 (255/255 is completely
saturated), calculated as an exponential average over 5 minutes.

Encapsulation

Indicates the interface’s assigned encapsulation method:

Ethernet version Il (ARPA)
Novell-specific framing (Novell-ether)
Ethernet 802.3/802.2 without SNAP (sap)
Ethernet 802.3/802.2 with SNAP (snap)

ARP type Indicates the type of assigned Address Resolution Protocol (ARP).

\Loopback \Indicates whether loopback is set.

Keepalive Indicates whether keepalives are set.

Last input Indicates the number of hours, minutes, and seconds since the last packet
was successfully received by an interface. This is useful for knowing when
a dead interface failed.

Output Indicates the number of hours, minutes, and seconds since the last packet

was successfully transmitted by an interface. This is useful for knowing
when a dead interface failed.

Output hang

Indicates the number of hours, minutes, and seconds (or never) since the
interface was last reset because of a transmission that took too long.
When the number of hours in any of the "last" fields exceeds 24 hours, the
number of days and hours is printed. If that field overflows, asterisks are
printed.

Last clearing

Indicates the time at which the counters that measure cumulative statistics

(such as number of bytes transmitted and received) shown in this report




were last reset to zero. Note that variables that might affect routing (for
example, load and reliability) are not cleared when the counters are
cleared. Asterisks indicate the elapsed time because the last counter
clearing is too large to be displayed.

Output queue, input queue,
drops

Indicates the number of packets in output and input queues. Each number
is followed by a slash (/), the maximum size of the queue, and the number
of packets dropped due to a full queue.

Five minute input rate, Five
minute output rate

I ndicates the average number of bits and packets transmitted per second in the past
5 minutes. If the interface is not in promiscuous mode, it senses the network traffic
it sends and receives (rather than all network traffic).

The 5-minute input and output rates should be used only as an approximation of
traffic per second during a given 5-minute period. These rates are exponentially
weighted averages with atime constant of 5 minutes.

Packets input Indicates the total number of error-free packets received by the system.

Bytes input Indicates the total number of bytes, including data and MAC
encapsulation, in the error-free packets that are received by the system.

No buffers Indicates the number of received packets that are discarded because the

main system had no buffer space. Compare this with ignored count.
Broadcast storms on Ethernet are often responsible for no input buffer
events.

Received..broadcasts

Indicates the total number of broadcast or multicast packets received by
the interface.

Runts

Indicates the total number of frames that are discarded because they are
smaller than the medium’s minimum frame size. Ethernet frames less than




64 bytes in length are considered runts.

Giants

Indicates the total number of frames that are discarded because they
exceed the medium’s maximum frame size. Ethernet frames greater than
1,518 bytes are considered giants.

Input error

Includes runts, giants, no buffer, CRC, frame, overrun, and ignored counts.
Other input-related errors can also cause the input errors count to be
increased, and some datagrams might have more than one error;
therefore, this sum might not balance with the sum of enumerated input
error counts.

CRC

Indicates that the cyclic redundancy checksum generated by the
originating LAN host does not match the checksum calculated from the
data received on the interface. On a LAN, this usually indicates noise,
transmission problems on the LAN interface, or the LAN bus. A high
number of CRCs is usually the result of collisions or a station transmitting
bad data. CRC errors are generally indicative of a physical layer (OSI
Layer 1) issue.

Frame

Indicates the number of frames received incorrectly that have a CRC error
or a non-integer number of octets. On a LAN, this error usually results from
collisions or a malfunctioning Ethernet device.

Overrun

Indicates the number of times that the receiver hardware was unable to
hand received data to a hardware buffer because the input rate exceeded
the receiver’s ability to handle the data.

Ignored

Indicates the number of received frames that were ignored by the interface
because the interface hardware ran low on internal buffers. These buffers
are different from the system buffers mentioned previously in the buffer




description. Broadcast storms and noise bursts can cause the ignored
count to be increased.

Input packets with dribble
condition detected

Indicates that a frame is slightly longer than expected for the media type.
This frame error counter is incremented for informational purposes, as the
router accepts the frame.

\Packets output

\Indicates the total number of packets that were transmitted by the system.

Bytes Indicates the total number of bytes, including data and MAC
encapsulation, that was transmitted by the system.
Underruns Indicates the number of times that the transmitter has been running faster

than the router can handle. This might never be reported on some
interfaces.

Output errors

Indicates the sum of all errors that prevented the final transmission of
datagrams out of the interface being examined. Note that this might not
balance with the sum of the enumerated output errors. This is because
some datagrams might have more than one error, and others might have
errors that do not fall into any of the specifically tabulated categories.

Collisions

I ndicates the number of frames retransmitted due to an Ethernet collision.
Collisions are usually the result of an overextended LAN, such as an Ethernet or
transceiver cable being too long, more than two repeaters being between hosts, or
too many cascaded multiport repeaters. A frame that collides is counted only once
in output packets.

Collisions are also the likely result of layer 1 problems or duplex mismatch (in
switched networks).

\Interface resets

\Indicates the number of times an interface has been completely reset. This




can happen if frames queued for transmission were not sent within several
seconds. Interface resets can also occur when an interface is looped back
or shut down.

Restarts Indicates the number of times that a Type 2 Ethernet controller was
restarted because of errors.
Output buffer failures Indicates the number of times that a frame was not output from the output

hold queue because of a shortage of MEMD shared memory.

Output buffers swapped out Indicates the number of frames that are stored in the main memory when
the output queue is full. Swapping buffers to the main memory prevents
frames from being dropped when output is congested. This number is high
when traffic is bursty.

Some important "early warning" information can be obtained by the output displayed from the show interface
ether net port command.

The following output is used to demonstrate these early warning signs of potential network issues:

Et hernet O is up, line protocol is up
Hardware is MCl Ethernet, address is aa00.0400.0134 (bia
0000. 0c00. 4369)
| nternet address is 131.108.1.1, subnet mask is 255.255.255.0
MIU 1500 bytes, BW 10000 Kbit, DLY 1000 usec, rely 255/255, | oad
1/ 255
Encapsul ati on ARPA, | oopback not set, keepalive set (10 sec)
ARP type: ARPA, PROBE, ARP Ti nmeout 4:00: 00



Last input 0:00:00, output 0:00:00, output hang never
Qut put queue 0/40, O drops; input queue 0/75, 2 drops
Five mnute input rate 61000 bits/sec, 4 packets/sec
Five mnute output rate 1000 bits/sec, 2 packets/sec
2295197 packets input, 305539992 bytes, 0 no buffer
Recei ved 1925500 broadcasts, O runts, O giants
3 input errors, 34215 CRC, O frame, O overrun, O ignored, O abort
O input packets with dribble condition detected
3594664 packets output, 436549843 bytes, 0 underruns
8 output errors, 1790 collisions, 10 interface resets, O restarts
O output buffer failures, 0 output buffers swapped out

CRC Errors

No segments should have more than one CRC error per million bytes of data, or 0.0001 percent CRC errors on
each segment.

This can be represented by the following formula:

(CRCs / total bytes) x 100 < 0.0001%

NOTE

The term CRCs is often used for brevity when discussing CRC errors.



In the following code, the total amount of data is 742089835 bytes [I nput Bytes (305539992) + Output Bytes
(436549843) = Total Bytes (742089835)]. The total number of CRCs indicated is 34215.

2295197 packets input, 305539992 bytes, 0 no buffer

Recei ved 1925500 broadcasts, O runts, 0 giants

3 input errors, 34215 CRC, O franme, O overrun, O ignored, O abort
O i nput packets with dribble condition detected

3594664 packets output, 436549843 bytes, 0 underruns

Using the previous formula, (CRCs/ total bytes) x 100, you can determine the following:

(34215/742089835) x 100 = 0.0046%

Thisis an unacceptable amount of CRC errors because the total here (0.0046 percent) is greater than 0.0001
percent of all CRCs. An acceptable threshold would be 742 CRC errors (742,089,835 x 0.0001 percent = 742.089).

A case in which the number of CRC errorsis high, but the number of collisions is not proportionately high, is
usually an indication of excessive noise. In this case, the following actions should be taken:



1. Check the cables to determine whether any are damaged.
2. Look for badly spliced taps, causing reflections.
3. If using 100BaseT X, make sure Category 5 cabling is being used and not another type, such as Category 3.

Ethernet Collisions

On Ethernet segments, less than 0.1 percent of the frames that are identified as packets in the show interface
output are collisions.

This can be represented by the following formula:

(Collisions / (Input packets + Output packets)) x 100 <0.1%

The following code explains the output from Ethernet segments from the show inter face command:

2295197 packets input, 305539992 bytes, 0 no buffer

Recei ved 1925500 broadcasts, O runts, 0 giants

3 input errors, 34215 CRC, O franme, O overrun, O ignored, O abort
O input packets with dribble condition detected

3594664 packets output, 436549843 bytes, 0 underruns

8 output errors, 1790 collisions, 10 interface resets, O restarts
O output buffer failures, 0 output buffers swapped out



Using the previous formula, (Collisions/ (Input packets + Output packets)) x 100, you can determine the
following:

(1790/(2295197 + 3594664)) x 100 = 0.03%

Thisis an acceptable amount of collision errors because thisis less than 0.1 percent of collisions. An acceptable
maximum threshold would be 5890 collisions (2295197 + 3594664 x 0.1 percent = 5889.861).

Collisions are part of normal operation for Ethernet and |EEE 802.3 (CSMA/CD) networks. Excessive collisions
could be caused by a number of factors. If an excessive number of collisions is detected on the interface, the
following steps should be taken to correct them:

1. UseaTDR to find any unterminated Ethernet cables.

2. Look for ajabbering transceiver attached to a host. (This might require host-by-host inspection or the use of
a protocol analyzer.)

3. Useaclass 1 cable scanner to make sure cabling certifies from end to end. (Category 3, 5, and so on are end-
to-end specs, and a poor punch-down can cause cabling systems to be out of spec.)

A network analyzer is necessary to determine the type of collision that is detected on the network segment. Three
types of collisions can usually be found on an Ethernet segment:

Local collisions
Remote collisions



Late collisions
Local Collisions

On a coaxial cable segment (10Base2 and 10Baseb), the signal traverses the cable until it encounters the signal
from the other host. The signals then overlap, canceling some parts of the signal out and reinforcing (doubling)
other parts. The "doubling" of the signal pushes the voltage level of the signal beyond the maximum-allowed
transmit voltage level. All of the hosts then sense this over-voltage condition on the cable segment as a local
collision. On unshielded twisted-pair (UTP) cable (10Base-T), alocal collision is detected only when a host detects
asignal on the receive (RX) pair at the same time that it is transmitting on the transmit (TX) pair.

Although local collisions are part of normal operation on a CSMA/CD network, they could be caused by a number
of factors:

Overloaded network segment

Faulty or marginal network interface card (NIC)

Ethernet transceiver fault

Ethernet repeater fault

Illegal hardware configuration

Ethernet cable fault

Bad or poor host termination

Bad grounding

Induced noise on the segment (improperly shielded cabling)

Remote Collisions



If a collision occurs on the far side of a repeater, the over-voltage state is not observed on the near side of the
repeater; what is seen is the beginning of an incomplete message. This shortened message does not have a proper
FCS checksum, and is not long enough to meet the 64-byte (after the preamble) minimum requirement for
CSMA/CD networks. This message is likely so short that the entire header block (with source and destination
address) cannot be seen. Also seenisthe "jam" signal occupying the last four octets of the shortened message.

Because a 10Base-T hub is essentially a multiport repeater with a segment dedicated to each station, or host,
collisions on 10Base-T are nearly always detected as remote collisions. (A host on the network segment would
have to be transmitting to sense alocal collision.)

Like local collisions, remote collisions are a part of normal operation on a CSMA/CD network. Remote collisions
could be caused by a number of factors:

Overloaded network segment

Faulty or marginal NIC

Ethernet transceiver fault

Ethernet repeater fault

Illegal hardware configuration

Ethernet cable fault

Bad or poor host termination

Bad grounding

Induced noise on the segment (improperly shielded cabling)

Late Collisions

Late collisions occur after the first 64 bytes in aframe, but only when the other symptoms of a"local" collision are
present at the same time (over-voltage or simultaneous transmit and receive). Late collisions are detected the same



as alocal collision; however, the detection of the collisions happens too far into the frame. Generally, late
collisions are seen only on a coaxial segment. (In 10Base-T networks, the monitoring station must be transmitting
simultaneously to see alate collision.) Late collisions are caused by duplex mismatches, afaulty NIC or network
that is too long, or exceeding the parameters as identified by network diameter calculations. One of the most
probable causes of late collisions is marginal or failed hardware. In 10Base-T networks, late collisions are often
detected simply as FCS errors.

The issue with late collisions is that they do not cause the NIC card to automatically attempt to retransmit the
collided frame. Asfar as the NIC is concerned, everything went out fine, and the upper layers of the protocol stack
must determine that the frame was lost.

L ate collisions register on the Cisco router’s Ethernet interface as collisions and are generally the result of extended
cable lengths in the network. To summarize, late collisions might be caused by a number of factors, including the
following:

Duplex mismatches

Faulty or marginal NIC

Ethernet transceiver fault

Ethernet repeater fault

Too many repeaters on the segment (violation of the "5-4-3" rule or number of Class I/11 repeaters in use)
Illegal hardware configuration or cable length

Ethernet cable fault

Bad or poor host termination

Bad grounding

Induced noise on the segment (improperly shielded cabling)

The following steps should be taken to correct issues with regard to late collisions:



1. Use aprotocol analyzer to check for late collisions.
L ate collisions should never occur in a properly designed Ethernet network.

Late collisions usually occur when Ethernet cables are too long or when too many repeaters are in the
network, violating the "5-4-3" rule.

2. Check the diameter of the network and make sure it is within specifications.
Output Queue Drops
On a Cisco router, the number of output queue drops should not exceed 100 in any hour.

No formula exists to determine this number. The output from the show interface ether net port clearly provides
this information, as the following demonstrates.

Last input 0:00:00, output 0:00:00, output hang never
Qut put queue 0/40, O drops; input queue 0/75, 2 drops
Five mnute input rate 61000 bits/sec, 4 packets/sec
Five mnute output rate 1000 bits/sec, 2 packets/sec

Output queue drops are registered if the interface is not able to clear up the queue as fast as the router is sending
(queuing) the packets.



NOTE

The IOS 10.0 and higher code has two output processes. The 9.1 (9.14) and lower code has only one output
process.

Drops indicate that the router is overpowering the interface. On a LAN, thiswould likely be a busy or congested
LAN segment, preventing frames from getting out on the wire. These frames usually carry data packets that would
be mainly process-switched in the router, such as routing updates, Novell SAPs, access list control, and helpers.

NOTE

Process-switching is defined as an operation that provides full route evaluation and per-packet load balancing
across paralel WAN links, with the router making a route selection for each packet. Process-switching is the most
resource-intensive switching operation that the CPU can perform. Process-switching is contrasted by fast-
switching, which is a Cisco feature whereby a route cache is used to expedite packet switching through a router.

NOTE

If many SAPs need to be sent out, the output process is busy just sending SAPs. This can result in poor
performance of other applications on the router.



The output queue can be modified using the interface subcommand hold-queue xx out, where xx isavalue. The
default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e

Passwor d:

Rout er#: config t

Rout er (config)#interface en [Where n is the Ethernet interface nunber]
Rout er (confi g-if)#hol d- queue xx out

Input Queue Drops
On a Cisco router, the number of input queue drops should not exceed 50 in any hour.

No formulais available to determine this number; however, the output from the show interface ether net port
clearly provides this information, as the following code demonstrates:

Last input 0:00:00, output 0:00:00, output hang never
Qut put queue 0/40, O drops; input queue 0/75, 2 drops
Five mnute input rate 61000 bits/sec, 4 packets/sec
Five mnute output rate 1000 bits/sec, 2 packets/sec

Input queue drops are registered if the incoming frame rate is faster than the outgoing frame rate; when the frame
rate is faster, the queue is filled up. Incoming data from an interface gets into the input queue for further



processing. Looking at an Ethernet interface, datais coming from the Ethernet segment, not going out to it. After
the queue is full, all the subsequent incoming frames are dropped.

Drops indicate that the interface is overpowering the router. On a LAN, this would likely be a busy or congested
LAN segment; most likely, frames are being flooded onto the wire into the router’s interface.

The input queue can be modified using the interface subcommand hold-queue xx in, where xx is a value. Where
xX in the previous example is configured for 75, the default for xx is 40. The command path to change this
configuration is as follows:

Rout er >enabl e

Passwor d:

Rout er#: config t

Rout er (config)#interface en [Where n is the Ethernet interface nunber]
Rout er (confi g-if)#hol d-queue xx in

Ignored Packets

On a Cisco router, the number of ignored packets on any interface should not exceed more than (approximately) 10
inan hour.

No formulais available to determine this number. However, the output from the show interface ether net port
clearly provides this information, as the following demonstrates:

2295197 packets input, 305539992 bytes, 0 no buffer



Recei ved 1925500 broadcasts, O runts, 0 giants

3 input errors, 34215 CRC, O frame, O overrun, O ignored, O abort
O input packets with dribble condition detected

3594664 packets output, 436549843 bytes, 0 underruns

Ignores are caused when the Ethernet interface cannot place a packet into an incoming hardware buffer pool. This
means that the router does not have enough hardware buffers to accept a packet.

If the ignores are due to bursty traffic, nothing can be done for the ignore issue in the configuration. If thisis
normal behavior on the network segment, upgrading to a more powerful router, such as a Cisco 7xxx Series, should
be considered.

If upgrading is not an option, it is recommended that you open a case with the Cisco TAC to have the issue further
evaluated.

show interface ethernet number accounting

This command is entered from the privileged EXEC command interface on the Cisco router. It displays
information about protocol distribution with regard to the specified Ethernet interface.

The syntax for this command is as follows:

show i nterface ethernet nunber accounting



accounting is an optional parameter that displays the number of packets of each protocol type that has been sent
through the interface. The syntax for this command is as follows:

Rout er #show i nterfaces ethernet 0 accounting

Et hernet O
Pr ot ocol Pkts In Chars In Pkts Qut Chars Cut
| P 15613 346578 231435 533413
DEC MOP 0 0 2 154
ARP 3 180 0 0
CDP 14 704 9 2388
| PX 72715 1315681 15134 45116

To determine the protocol distribution percentage, divide the packets (input, output, or total) for the protocol in
guestion by the same parameter from the show interfaces port number output. For example, examine the
distribution for IP traffic using the previous output from a show interfaces ether net O accounting, combined with
the earlier output from a show interfaces ether net 0, shown here:

2295197 packets input, 305539992 bytes, 0 no buffer

Recei ved 1925500 broadcasts, O runts, 0 giants

3 input errors, 34215 CRC, O franme, O overrun, O ignored, O abort
O i nput packets with dribble condition detected

3594664 packets output, 436549843 bytes, 0 underruns



The information in the following sections can be determined by using the embedded formula.
Input Distribution Percentage

The percentage of incoming IP packets is determined by the following formula:

(Protocolyypy/Totaljypyr) % 100 = Protocolpygrrisution %

(15613/2295197) x 100 = 0.68 percent. Therefore, 68 percent of the total traffic input into this interfaceis IP
traffic.

Output Distribution Percentage

The percentage of outgoing | P packets is determined by the following formula:

{.PI'UIUCU]UU-'[‘PU-]\l’krﬂtf’iIDUT[_:U"[-) x 100 = I}n“'tﬂCUID]STRIBUTIGN Tt

(231435/3594664) x 100 = 6.44 percent. Therefore, 6.44 percent of the total traffic output from this interfaceis IP
traffic.

Total Distribution Percentage

The percentage of total | P packets is determined by the following formula:



(Protocolnpyrioureur Totalnpuroutput) % 100 = Protocolpstrigution

(247048/5889861) x 100 = 4.19 percent. Therefore, 4.19 percent of the total traffic input to and output from this
interface is I P traffic.

show buffers ethernet

This command is entered from the privileged EXEC command interface on the Cisco router. It displays
information about the specified Ethernet interface.

The syntax for this command is as follows:
show buffers interface nunber

This command displays utilization statistics for the network packet buffer allocator. For each pool, the network
server keeps counts of the number of buffers outstanding, the number of buffersin the free list, and the maximum
number of buffers allowed in the free list. Buffer failures are one of the most common reasons for packet drops.
When packet drops occur because of buffer failure, the following things happen:

1. After abuffer failure, the router processor (RP) has an outstanding request to "create" more buffers of the
appropriate size for the particular pool.

2. During the time it takes for the RP to service the "create buffers" request, the pool might contain additional
failures.

3. The RP might even fail to create more buffers because of memory constraints in the system at the time the
extra buffers are required.



4. Essentially, the "create" buffers operation could take several microseconds in which packets are continually
dropped because of the buffer shortage.

5. Inaddition, if buffers are used as quickly as they are created, the RP could be forced to spend more time
creating buffers than processing packets.

This can cause the RP to begin dropping packets so quickly that performance degrades and sessions are lost.

The optional arguments interface and number cause a search of all buffers that have been associated with that
interface for longer than one minute:

show buffers ethernet O

Following is sample output without the optional arguments:

Rout er #show buffers

Buf fer el enents:
250 in free list (250 max al |l owed)
10816 hits, O m sses, O created

Smal | buffers, 104 bytes (total 120, permanent 120):
120 in free list (0O mn, 250 max all owed)
26665 hits, 0 msses, O trins, O created

M ddl e buffers, 600 bytes (total 90, permanent 90):
90 in free list (0O mn, 200 max al | owed)
5468 hits, 0 msses, O trins, O created

Big buffers, 1524 bytes (total 90, permanent 90):



90 in free list (0 mn, 300 max al | owed)
1447 hits, O msses, O trins, O created
Large buffers, 5024 bytes (total 0, pernmanent 0):
Oinfreelist (0O mn, 100 max all owed)

O hits, O msses, O trins, O created

Huge buffers, 12024 bytes (total 0, pernanent 0):
Oinfree list (0 mn, 30 nmax all owed)
O hits, O msses, O trins, O created

O failures (0 no nenory)

Table 5-2 describes the output from the show buffer s command.
NOTE

The number of buffers"in freelist" is the number of available buffers. When a buffer request comes in, a buffer
from the "in free list" is allocated.

Table 5-2. show buffers Field Description

Field Description
Buffer Blocks of memory used in internal operating system queues.
elements

Small buffers Blocks of memory used to hold network packets.

Middle




buffers

Big buffers

Large buffers

Huge buffers

Hits Count of successful attempts to allocate a buffer when needed.

\I\/Iisses \Count of allocation attempts that failed for lack of a free buffer in the pool.

Created Count of new buffers created. Buffers are created when the number of buffers created in
the pool "in free list" was less than "min."

Trims Count of buffers destroyed. Trims are the number of buffers that have been trimmed from
the pool when the number of buffers "in free list" exceeds the number of "max allowed"
buffers.

in free list | Number of buffers of a given type that are not currently allocated and are available for use.

max Maximum number of buffers of a given type allowed in the system.

allowed

Failures Total number of allocation requests that have failed for lack of a free buffer. The number of
"failures" represents the number of packets that have been dropped due to buffer shortage.

no memory Number of failures due to a lack of memory to create a new buffer.

If no buffers are available and fast switching is enabled, the buffer fails and the packet is dropped. When the buffer

pool manager

process detects a buffer failure, it "creates" a new buffer to avoid future failures.




The router does not create a new buffer if the number "in free list" equals the "max alowed" value. If the router
does not have enough memory to create a new buffer, thisis recorded as "no memory." If the number "in free list"
IS greater than the "permanent” number, the router "trims" some excess buffers.

The number of "failures" and "no memory" are the only areas worth concern. Failures can occur, but these should
stabilize after awhile. The router creates or trims buffers as necessary to stabilize the number of failures. If the
number of failures continues to increase, then buffer tuning might be necessary.

If not enough memory is available to create new buffers, a buffer leak or a more general memory problem is likely
the cause. Buffers are not created in the fast-switching path. If the router tries to fast-switch a packet and no buffer
is available, the packet is dropped and a failure is reported. The next time the buffer pool manager runs, a new
buffer is created.

Buffer Misses

On any Cisco router, the number of buffer misses should not be more than (approximately) 25 in a given hour.

No formulais necessary to determine the number of misses. The output from the show buffer sinterface clearly
provides this information, as the following code demonstrates:

Buf f er el enents:
250 in free list (250 max al |l owed)
10816 hits, O m sses, 0O created
Smal | buffers, 104 bytes (total 120, pernmanent 120):
120 in free list (0O mn, 250 max all owed)
26665 hits, 0 msses, O trinms, O created



M ddl e buffers, 600 bytes (total 90, permanent 90):
90 in free list (0 mn, 200 max al | owed)
5468 hits, 0 msses, O trins, O created

Big buffers, 1524 bytes (total 90, permanent 90):
90 in free list (0O mn, 300 max al | owed)
1447 hits, O msses, O trins, O created

Large buffers, 5024 bytes (total 0, pernmanent 0):
Oinfree list (0O mn, 100 nmax all owed)

O hits, O msses, O trins, O created

Huge buffers, 12024 bytes (total 0, pernmanent 0):
Oinfree list (0 mn, 30 nmax all owed)

O hits, O msses, O trins, O created

O failures (0 no nenory)

Although not more than 25 buffer misses should occur in an hour, misses are usually okay as long as "failures’
shown at the bottom of the show buffer s display is not incrementing.

A buffer miss identifies the number of times that a system buffer has been requested, but no more buffers were
available in the free list for that buffer type. A buffer failure identifies the number of failures to grant a buffer to a
requester under interrupt time. (The router can create new buffers at process switching level; consequently, a
failure does not exist unless there is no memory.) The number of "failures' represents the number of packets that
have been dropped due to buffer shortage.

Sometimes, the corrective action is the addition of router memory. Other times, the corrective action might be more
extensive, such as tuning the buffer parameters. Before performing any type of buffer tuning action, it is
recommended that you open a case with the Cisco TAC to have the issue further evaluated.



show processes cpu

The show processes cpu command displays information about the active processes in the router and their
corresponding CPU utilization statistics. Following is an example of the output, although this is not a complete list,

and the processes that are running vary for each system:

CPU utilization for five seconds:

5%
PID Runtine(ns)
1 384
2 2752
3 318592
4 4
Manager
5 6472
6 10892
7 67388
Pr ot ocol
8 145520
Backgr ound
9 3356
Server
10 32

Backgr ound

| nvoked

32789
1179
5273

1

6568
9461
53244
166455
1568

5469

uSecs
11
2334
60419
4000

985
1151
1265

874
2140

5

cooo

5Sec
00%
. 73%
. 00%
. 00%

0. 00%

o

. 00%

0.16%

. 40%

. 08%

. 00%

oo

OOoOr O

1M n
00%
. 06%
. 15%
. 00%

00%
. 00%

0. 04%

. 29%

. 00%

. 00%

8% 4% one m nut e:

5Mn TTY
0.00% O
0.29% O
0.17% O
0.00% O
0.00% O
0.00% O
0.02% O
0.29% O
0.00% O
0.00% O

6% five m nutes:

Pr ocess
Load Meter
Exec
Check heaps
Pool

ARP | nput
| P | nput
CDP

| P

BOOTP

Net



11 42256
Jobs

12 189936
Peri odi c

13 3248

14 168
| oad avgs

15 152408
Jobs

16 0
| nput

17 6352
Tr ee

18 4
Moni t or

19 7696
Backgr ound

20 18484

21 2824

22 520

23 0

24 8

163623

163623

6351
32790

2731

2
163952
2

2745
330791
9266
2771

1
6

258

1160

511

55806
0

38
2000
2803
55
304
187

0
1333

o

cNoloNoNo)

. 16%

. 00%

. 00%
. 00%

. 98%
. 00%
. 00%
. 00%
. 16%
. 00%
. 00%
. 00%

. 00%
. 00%

Table 5-3 describes the fields in the show processes cpu output.

o

cNoloNoNo)
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. 04%

. 00%
. 00%

. 12%
. 00%
. 00%
. 00%
. 01%
. 00%
. 00%
. 03%

. 00%
. 02%

o

cNoloNoNo)

. 00%

. 05%

. 00%
. 00%

. 07%
. 00%
. 00%
. 00%
. 00%
. 00%
. 00%
. 00%

. 00%
. 00%

o

eoleoleoNeNe)

Per - Second
Net

Net | nput
Conput e

Per-m nut e
HyBri dge
Spanni ng
Tbri dge

| P- RT

BG& Rout er
BGP 1/0
BG& Scanner

OSPF Hel l o
OSPF Rout er



Table 5-3. show processes cpu Field Description

Field

Description

CPU utilization for
five seconds

CPU utilization for the past five seconds. The first number indicates the total, and
the second number indicates the percent of CPU time spent at the interrupt level.

one minute CPU utilization for the past minute.

five minutes CPU utilization for the past five minutes.

PI1D Process ID.

Runtime (ms) CPU time that the process has used, expressed in milliseconds (ms).
Invoked Number of times that the process has been invoked.
uSecs Microseconds of CPU time for each process invocation.
5Sec CPU utilization by task in the past five seconds.

1Min CPU utilization by task in the past minute.

5Min CPU utilization by task in the past five minutes.

TTY Terminal that controls the process.

Process Name of the process.

CPU Utilization

On any Cisco router, the 5-minute CPU utilization rate should be under 75 percent.

No formulais available to determine 5-minute CPU utilization rate. The output from the show pr ocesses cpu
clearly provides this information, as the following demonstrates:




CPU utilization for five seconds: 8%/4%
one minute: 6%
five minutes: 5%

If the CPU utilization is continually over 75 percent, you might want to consider getting a router upgrade or
dividing the traffic between multiple routers. Prior to making these changes, it is necessary to get an assessment of
what is causing the CPU load. It might be a particular protocol or other process. The output from the show
processes cpu command lists all active processes on the router and the load that each processis placing on the
CPU. If the router is not that busy, then what might be seen are some abnormalities in the network (broadcast
storms, flapping routes).

Ethernet Network Analysis

Before raw data analysis can begin, it is necessary to review the formulae that are used to determine thresholds and
measurements for 10 Mbps, 100 Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet network segments.

Ethernet Frame Transmission

Following are formulae used to determine the amount of time it takes for a single Ethernet frame (10 Mbps, 100
Mbps, or 1000 Mbps) to traverse the network segment. These formulae are used to determine this time based on
both the minimum and maximum supported frame size for the respective technology.



10 Mbps Ethernet

Using the minimum Ethernet frame size (72 bytes), the following is true for the transmission time for one frame
(72 bytes) across a 10 Mbps Ethernet network segment:

9.6 microseconds + (72 bytes x (8 bits/1 byte) x (100 ns/1 bit)) = 0.06 ms

NOTE

The minimum Ethernet frame size of 72 bytes comprises just the Preamble/SOF and the minimum 64-byte
payload. Ns stands for nanoseconds.

9.6 microseconds + (72 bytes x (8 bits/1 byte) » (100 ns/1 bit)) = 0.06 ms

NOTE

9.6 microseconds is the dead time between frames as defined by Ethernet and |EEE 802.3 standards.

Because it takes one 72-byte frame 0.06 ms to traverse a 10 M bps Ethernet segment, approximately 16667
(minimum-sized) frames are transmitted per second [(1/0.06 ms) x 1000 = 16667].



Using the maximum Ethernet frame size (1526 bytes), the following is true for the transmission time for one frame
(1526 bytes) across a 10 Mbps Ethernet network segment:

9.6 microseconds + (1526 bytes x (8 bits/] byte) % (100 ns/1 bit)) = 1.22 ms

NOTE

The maximum Ethernet frame of 1526 bytes includes the Preamble/SOF, MAC Header, payload, and CRC value.

NOTE

9.6 microseconds is the dead time between frames as defined by Ethernet and |EEE 802.3 standards.

It takes one 1526-byte frame 1.22 ms to traverse a 10 Mbps Ethernet segment; therefore, approximately 819
(maximum-sized) frames are transmitted per second [(1/1.22 ms) x 1000 = 819].

100 Mbps (Fast) Ethernet

Using the minimum Ethernet frame size (72 bytes), the following is true for the transmission time for one frame
(72 bytes) across a 100 M bps (Fast) Ethernet network segment:

9.6 microseconds + (72 bytes » (8 bits/1 byte) > (10 ns/1 bit)) = 0L006 ms



NOTE

9.6 microseconds is the dead time between frames as defined by Ethernet and |EEE 802.3 standards.

It takes one 72-byte frame 0.006 ms to traverse a 100 Mbps (Fast) Ethernet segment. Therefore, approximately
166667 (minimum-sized) frames are transmitted per second [(1/0.006 ms) x 1000 = 166667].

Using the maximum Ethernet frame size (1526 bytes), the following is true for the transmission time for one frame
(1526 bytes) across a 100 Mbps (Fast) Ethernet network segment:

9.6 microseconds + (1526 bytes x (8 bits/1 byte) x (10 ns/l bit)) = .122 ms

NOTE

9.6 microseconds is the dead time between frames as defined by Ethernet and |EEE 802.3 standards.

Because it takes one 1526-byte frame .122 msto traverse a 100 Mbps (Fast) Ethernet segment, approximately 8196
(maximum-sized) frames are transmitted per second [(1/.122ms) x 1000 = 8196].



1000 Mbps (Gigabit) Ethernet

The parameters for Gigabit Ethernet are a bit different from 10 Mbps and 100 M bps Ethernet, especially with
regard to minimum frame size. The minimum frame size for Gigabit Ethernet is 520 bytes, versus the 72-byte
minimum of 10 Mbps and 100 Mbps (Fast) Ethernet. The dead time interval between frames for Gigabit Ethernet is
also different from that of 10 Mbps and 100 Mbps (Fast) Ethernet. Gigabit Ethernet uses a dead time interval of
0.096 microseconds and a bit duration of 1 ns:

0.096 microseconds + ({520 bytes < (8 bits/l byte)) » | ns/bit) = 4.160 microseconds

NOTE

The minimum Gigabit Ethernet frame size of 520-bytes includes the Preamble/SOF and the minimum slot size of
512 bytes.

I'n one second, a maximum of 1/4.160 microseconds or 240385 minimum-sized (520-byte) frames can exist.

Using the maximum Ethernet frame size (1526 bytes), the following is true for the transmission time for one frame
(1526 bytes) across a 1000 M bps (Gigabit) Ethernet network segment:

0.096 microseconds + ((1526 bytes = (8 bits/1 byte)) < | ns/bit) = 0.0122
microseconds



In one second, a maximum of 1/0.0122 microseconds or 81967 maximum-sized (1526-byte) frames can exist.

Ethernet Baseline

This information can be used to establish an approximate baseline for frame processing with regards to 10 Mbps,

100 Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet networks, as Table 5-4 demonstrates.

Table 5-4. Ethernet Baseline Processing Parameters

Frames Per Second

Network Type Frame Size 50 Percent Network Load 100 Percent Network Load
10 Mbps Ethernet Maximum: 1526 409 819
| Minimum: 72 8333 16667
100 Mbps (Fast) Ethernet Maximum: 1526 4098 8196
| Minimum: 72 83333 166667
1000 Mbps (Gigabit) Ethernet Maximum: 1526 40983 81967

Minimum: 520 120192 240385

Table 5-5 demonstrates expected val ues regarding the number of frames per second with regard to 10 Mbps, 100
Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet network segments.

NOTE

Remember: The minimum frame size for Gigabit Ethernet is not 72 bytes, as with 10 Mbps and 100 Mbps (Fast)
Ethernet, but rather 520 bytes.



Table 5-5. Ethernet Frames Per Second

10 Mbps Ethernet

100 Mbps Ethernet

1000 Mbps Ethernet

Frames Per Second

Frames Per Second

Frames Per Second

Average Frame 50 Percent 100 Percent 50 Percent 100 Percent 50 Percent 100 Percent
Length (Bytes) Load Load Load Load Load Load
72 7440.48 14880.95 74404.76 148809.52 116390.05 232780.09
80 6793.48 13586.96 67934.78 135869.57 116390.05 232780.09
100 5580.36 11160.71 55803.57 111607.14 116390.05 232780.09
125 4562.04 9124.09 45620.44 91240.88 116390.05 232780.09
150 3858.02 7716.05 38580.25 77160.49 116390.05 232780.09
175 3342.25 6684.49 33422.46 66844.92 116390.05 232780.09
200 2948.11 5896.23 29481.13 58962.26 116390.05 232780.09
225 2637.13 5274.26 26371.31 52742.62 116390.05 232780.09
250 2385.50 4770.99 23854.96 47709.92 116390.05 232780.09
275 2177.70 4355.40 21777.00 43554.01 116390.05 232780.09
300 2003.21 4006.41 20032.05 40064.10 116390.05 232780.09
325 1854.60 3709.20 18545.99 37091.99 116390.05 232780.09
350 1726.52 3453.04 17265.19 34530.39 116390.05 232780.09
375 1614.99 3229.97 16149.87 32299.74 116390.05 232780.09
400 1516.99 3033.98 15169.90 30339.81 116390.05 232780.09
425 1430.21 2860.41 14302.06 28604.12 116390.05 232780.09




450 1352.81 2705.63 13528.14 27056.28 116390.05 232780.09
475 1283.37 2566.74 12833.68 25667.35 116390.05 232780.09
500 1220.70 2441.41 12207.03 24414.06 116390.05 232780.09
525 1163.87 2327.75 11638.73 23277.47 116390.05 232780.09
550 1112.10 2224.20 11121.00 22241.99 111212.44  222424.88
575 1064.74 2129.47 10647.36 21294.72 106475.86 |212951.72
600 1021.24 2042.48 10212.42 20424.84 102126.27 204252.54
625 0981.16 1962.32 9811.62 19623.23 98118.09 196236.19
650 944.11 1888.22 9441.09 18882.18 94412.66 188825.32
675 909.75 1819.51 9097.53 18195.05 90976.91 181953.82
700 877.81 1755.62 8778.09 17556.18 87782.44 175564.88
725 848.03 1696.07 8480.33 16960.65 84804.69 169609.39
750 820.21 1640.42 8202.10 16404.20 82022.34 164044.69
775 794.16 1588.31 7941.55 15883.10 79416.76 158833.53
800 769.70 1539.41 7697.04 15394.09 76971.63 153943.26
825 746.71 1493.43 7467.14 14934.29 74672.56 149345.12
850 725.06 1450.12 7250.58 14501.16 72506.85 145013.70
875 704.62 1409.24 7046.22 14092.45 70463.23 140926.45
900 685.31 1370.61 6853.07 13706.14 68531.64 137063.28
925 667.02 1334.04 6670.22 13340.45 66703.13 133406.26
950 649.69 1299.38 6496.88 12993.76 64969.66 129939.32
975 633.23 1266.46 6332.32 12664.64 63324.00 126648.01




1000 617.59 1235.18 6175.89 12351.78 61759.66 123519.31
1025 602.70 1205.40 6027.00 12054.00 60270.74 120541.47
1050 588.51 1177.02 5885.12 11770.24 58851.92 117703.83
1075 574.98 1149.95 5749.77 11499.54 57498.36 114996.72
1100 562.05 1124.10 5620.50 11241.01 56205.67 112411.34
1125 549.69 1099.38 5496.92 10993.84 54969.82 109939.64
1150 537.87 1075.73 5378.66 10757.31 53787.15 107574.31
1175 526.54 1053.07 5265.37 10530.75 52654.30 105308.61
1200 515.68 1031.35 5156.77 10313.53 51568.19 103136.38
1225 505.25 1010.51 5052.55 10105.09 50525.98 101051.95
1250 495.25 990.49 4952.46 9904.91 49525.05 99050.11
1275 485.63 971.25 4856.25 9712.51 48563.02 97126.04
1300 476.37 952.74 4763.72 9527.44 47637.65 95275.30
1325 467.46 934.93 4674.64 9349.29 46746.88 93493.77
1350 458.88 017.77 4588.84 9177.68 45888.82 91777.64
1375 450.61 901.23 4506.13 9012.26 45061.69 90123.38
1400 442.63 885.27 4426.35 8852.69 44263.85 88527.70
1425 434.93 869.87 4349.34 8698.68 43493.77 86987.53
1450 427.50 854.99 4274.97 8549.93 42750.02 85500.05
1475 420.31 840.62 4203.09 8406.19 42031.29 84062.58
1500 413.36 826.72 4133.60 8267.20 41336.32 82672.64
1526 406.37 812.74 4063.72 8127.44 40637.52 81275.04




Ethernet MTU

The MTU value for Ethernet is 1500 bytes. This value is presented via the show interface Ether net port command
at the EXEC interface.

Et hernet O is up, line protocol is up
Hardware is MCl Ethernet, address is aa00.0400.0134 (bia

0000. 0c00. 4369)
| nternet address is 131.108.1.1, subnet mask is 255.255.255.0
MIU 1500 bytes, BW 10000 Kbit, DLY 1000 usec, rely 255/255, | oad

1/ 255
Encapsul ati on ARPA, | oopback not set, keepalive set (10 sec)

The administrator can change this value at the EXEC prompt, using the following command structure:
Rout er (config-if)#ntu val ue
where value is any number from <64-18000>.

NOTE



It is not recommended that you change the MTU size unless it is necessary because routing metrics and application
services can be negatively impacted. It is recommended that you work with the Cisco TAC to evaluate the actions
and results of manually changing the MTU size.

Ethernet Throughput

Table 5-6 demonstrates expected val ues regarding the number of bits-per-second with regard to 10 Mbps, 100

Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet network segments.

Table 5-6. Ethernet Bits Per Second

10 Mbps Ethernet 100 Mbps Ethernet 1000 Mbps Ethernet

| | Bits Per Second | Bits Per Second | Bits Per Second

Average Frame | 50 Percent 100 Percent 50 Percent | 100 Percent 50 Percent | 100 Percent

Length (Bytes) Load Load Load Load Load Load
72 2738095 5476190 27380952 54761905 464629065 929258130
80 2934783 5869565 29347826 58695652 464629065 929258130
100 3303571 6607143 33035714 66071429 464629065 929258130
125 3613139 7226277 36131387 72262774 464629065 929258130
150 3827160 7654321 38271605 76543210 464629065 929258130
175 3983957 7967914 39839572 79679144 464629065 929258130
200 4103774 8207547 41037736 82075472 464629065 929258130
225 4198312 8396624 41983122 83966245 464629065 929258130
250 4274809 8549618 42748092 85496183 464629065 929258130




275 4337979 8675958 43379791 86759582 464629065 929258130
300 4391026 8782051 43910256 87820513 464629065 929258130
325 4436202 8872404 44362018 88724036 464629065 929258130
350 4475138 8950276 44751381 89502762 464629065 929258130
375 4509044 9018088 45090439 90180879 464629065 929258130
400 4538835 9077670 45388350 90776699 464629065 929258130
425 4565217 9130435 45652174 91304348 464629065 929258130
450 4588745 9177489 45887446 91774892 464629065 929258130
475 4609856 9219713 46098563 92197125 464629065 929258130
500 4628906 9257813 46289063 92578125 464629065 929258130
525 4646182 9292365 46461825 92923650 464629065 929258130
550 4661922 9323843 46619217 93238434 466202540 932405080
575 4676320 9352641 46763203 93526405 467641986 935283971
600 4689542 9379085 46895425 93790850 468963827 937927654
625 4701727 9403454 47017268 94034537 470181911 940363822
650 4712991 9425982 47129909 94259819 471307993 942615986
675 4723435 9446870 47234352 94468705 472352117 944704234
700 4733146 9466292 47331461 94662921 473322916 946645833
725 4742198 9484396 47421981 94843962 474227853 948455707
750 4750656 9501312 47506562 95013123 475073410 950146820
775 4758577 9517154 47585769 95171537 475865246 951730491
800 4766010 9532020 47660099 95320197 476608322 953216644




825 4772999 9545998 47729988 95459976 477307009 954614018
850 4779582 9559165 47795824 95591647 477965168 955930335
875 4785795 9571590 47857948 95715896 478586226 957172452
900 4791667 9583333 47916667 95833333 479173234 958346469
925 4797225 9594450 47972252 95944504 479728918 959457837
950 4802495 9604990 48024948 96049896 480255721 960511441
975 4807497 9614995 48074975 96149949 480755835 961511671
1000 4812253 9624506 48122530 96245059 481231241 962462481
1025 4816779 9633558 48167792 96335583 481683723 963367447
1050 4821092 9642185 48210923 96421846 482114902 964229805
1075 4825207 9650414 48252070 96504140 482526248 965052496
1100 4829137 9658273 48291367 96582734 482919098 965838195
1125 4832894 9665787 48328936 96657872 483294671 966589342
1150 4836489 9672978 48364888 96729776 483654084 967308168
1175 4839933 9679865 48399326 96798652 483998357 967996714
1200 4843234 9686469 48432343 96864686 484328427 968656855
1225 4846403 9692805 48464026 96928052 484645156 969290312
1250 4849445 9698891 48494453 96988906 484949336 969898672
1275 4852370 9704740 48523699 97047397 485241698 970483396
1300 4855183 9710366 48551829 97103659 485522918 971045837
1325 4857891 9715782 48578908 97157816 485793622 971587244
1350 4860499 9720999 48604993 97209985 486054387 972108775




1375 4863014 9726027 48630137 97260274 486305753 972611505
1400 4865439 9730878 48654391 97308782 486548217 973096433
1425 4867780 9735560 48677801 97355602 486782244 973564488
1450 4870041 9740082 48700410 97400821 487008268 974016536
1475 4872226 9744452 48722260 97444519 487226692 974453383
1500 4874339 9748677 48743386 97486772 487437892 974875784
1526 4876463 9752926 48764629 97529259 487650257 975300514

Ethernet Effective Utilization

As is demonstrated by Tables 5-4, 5-5-5-6, and 5-6, as the size of the frame approaches the maximum allowable
frame size, the effective throughput increases. The reason for this is that more data can be carried in the payload of
alarger frame, which in turn means less overhead.

The effective data throughput rate for 10 Mbps Ethernet, when the maximum frame size is transmitted, is as
follows:

10 Mbps — ((9.6 microseconds/100 ns) x 819) = 9999921 bps

The effective data throughput rate for 100 Mbps (Fast) Ethernet, when the maximum frame size is transmitted, is as
follows:



100 Mbps — ((.96 microseconds/10 ns) x §196) = 99999213 bps

The effective data throughput rate for 1000 Mbps (Gigabit) Ethernet, when the maximum frame size is transmitted,
is as follows:

1000 Mbps — ((.096 microseconds/1 ns) x 81967) = 999992131 bps

The formula used to determine maximum possible utilization across any network connection is as follows:

Utilization (U) Percentage = (Throughput/Data Rate) x 100

Using the previously established values for 10 Mbps, 100 Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet, it is
determined that the maximum possible network utilization, with minimum Ethernet frame overhead, is consistently
at 99.999213 percent.

This number is created in a pure Ethernet environment, without collisions, CRC errors, dropped frames due to full
buffers, and so on. Additional protocol and application overhead (OSI Layers 3 through 7) also need to be taken
into account when determining the effective throughput for a specific application or service.



Ethernet with IP Networking

Sometimes it might be necessary to adjust the MTU size for transmission across wide-area networks (WAN) when
fragmentation can become an issue. The MTU size should be set the same as on the Ethernet if you want to avoid
fragmentation. It is not beneficial to increase the MTU by a few bytes to handle Ethernet LAN traffic because only
for wide-area networked traffic does MTU size matter. Broadcasts that are associated with |P are going to be
sourced from the router, not the LAN segments from where they come; therefore, from this perspective, MTU size
Is independent.

If adjusting the frame MTU is the selected course of action, Table 5-7 demonstrates expected throughput values in
bits per second for 10 Mbps, 100 Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet network segments operating with

the TCP/IP Suite. (The OSI Layer 3 [Network] protocol is|P.)

Table 5-7. Ethernet with IP Throughput (Bits Per Second)

10 Mbps Ethernet 100 Mbps Ethernet 1000 Mbps Ethernet
Bits Per Second Bits Per Second Bits Per Second
Average Frame 50 Percent 100 Percent 50 Percent 100 Percent 50 Percent | 100 Percent
Length (Bytes) Load Load Load Load Load Load
72 1309524 2619048 13095238 26190476 442282176 884564352
80 1630435 3260870 16304348 32608696 442282176 884564352
100 2232143 4464286 22321429 44642857 442282176 884564352
125 2737226 5474453 27372263 54744526 442282176 884564352
150 3086420 6172840 30864198 61728395 442282176 884564352
175 3342246 6684492 33422460 66844920 442282176 884564352




200 3537736 7075472 35377358 70754717 442282176 884564352
225 3691983 7383966 36919831 73839662 442282176 884564352
250 3816794 7633588 38167939 76335878 442282176 884564352
275 3919861 7839721 39198606 78397213 442282176 884564352
300 4006410 8012821 40064103 80128205 442282176 884564352
325 4080119 8160237 40801187 81602374 442282176 884564352
350 4143646 8287293 41436464 82872928 442282176 884564352
375 4198966 8397933 41989664 83979328 442282176 884564352
400 4247573 8495146 42475728 84951456 442282176 884564352
425 4290618 8581236 42906178 85812357 442282176 884564352
450 4329004 8658009 43290043 86580087 442282176 884564352
475 4363450 8726899 43634497 87268994 442282176 884564352
500 4394531 8789063 43945313 87890625 442282176 884564352
525 4422719 8845438 44227188 88454376 442282176 884564352
550 4448399 8896797 44483986 88967972 444849752 889699504
575 4471891 8943782 44718910 89437819 447198620 894397240
600 4493464 8986928 44934641 89869281 449355583 898711166
625 4513344 9026688 45133438 90266876 451343237 902686473
650 4531722 9063444 45317221 90634441 453180762 906361525
675 4548763 9097525 45487627 90975255 454884550 909769101
700 4564607 9129213 45646067 91292135 456468688 912937376
725 4579376 9158752 45793758 91587517 457945352 915890704




750 4593176 9186352 45931759 91863517 459325120 918650240
775 4606099 9212198 46060991 92121982 460617227 921234454
800 4618227 9236453 46182266 92364532 461829770 923659539
825 4629630 9259259 46296296 92592593 462969877 925939754
850 4640371 9280742 46403712 92807425 464043852 928087704
875 4650507 9301015 46505073 93010147 465057287 930114573
900 4660088 9320175 46600877 93201754 466015159 932030318
925 4669157 0338314 46691569 93383138 466921917 933843835
950 4677755 9355509 46777547 93555094 467781546 935563092
975 4685917 0371834 46859169 93718338 468597627 937195253
1000 4693676 9387352 46936759 93873518 469373387 938746773
1025 4701061 9402122 47010608 94021215 470111742 940223484
1050 4708098 9416196 47080979 94161959 470815334 941630669
1075 4714811 9429623 47148114 94296228 471486563 942973125
1100 4721223 9442446 47212230 94424460 472127609 944255219
1125 4727353 9454705 47273527 94547054 472740465 945480931
1150 4733219 9466437 47332186 94664372 473326951 946653901
1175 4738837 9477675 47388374 94776748 473888731 947777462
1200 4744224 9488449 47442244 94884488 474427335 948854671
1225 4749394 9498787 47493937 94987874 474944169 949888338
1250 4754358 9508716 47543582 95087163 475440525 950881051
1275 4759130 9518260 47591298 95182595 475917598 951835197




1300 4763720 9527439 47637195 [95274390 476376490 952752980
1325 4768138 9536275 47681376 |95362752 476818220 953636440
1350 4772394 9544787 47723935 |95447871 477243734 954487468
1375 4776496 9552992 47764960 |95529921 477653908 955307816
1400 4780453 9560907 47804533 |95609065 478049558 956099116
1425 4784273 9568546 47842728 |95685456 478431441 956862882
1450 4787962 9575923 47879617 |95759234 478800263 957600527
1475 4791527 9583053 47915266 |95830531 479156684 958313368
1500 — — — — — —

1526 — — — — — —

NOTE

The maximum sized | P datagram that can be carried within an Ethernet frame is 1476 bytes because |P adds 24

bytes of overhead.

Table 5-8 demonstrates expected throughput values in megabits per second for 10 Mbps, 100 Mbps (Fast), and

1000 Mbps (Gigabit) Ethernet network segments operating with the TCP/IP Suite (OSI Layer 3 [network] Protocol

IS IP).

Table 5-8. Ethernet with IP Throughput (Megabits Per Second)

10 Mbps Ethernet

100 Mbps Ethernet

1000 Mbps Ethernet




Bits Per Second

Bits Per Second

Bits Per Second

Average Frame | 50 Percent 100 Percent 50 Percent 100 Percent 50 Percent 100 Percent
Length (Bytes) Load Load Load Load Load Load
72 1.31 2.62 13.10 26.19 442.28 884.56
80 1.63 3.26 16.30 32.61 442.28 884.56
100 2.23 4.46 22.32 44.64 442.28 884.56
125 2.74 5.47 27.37 54.74 442.28 884.56
150 3.09 6.17 30.86 61.73 442.28 884.56
175 3.34 6.68 33.42 66.84 442.28 884.56
200 3.54 7.08 35.38 70.75 442.28 884.56
225 3.69 7.38 36.92 73.84 442.28 884.56
250 3.82 7.63 38.17 76.34 442.28 884.56
275 3.92 7.84 39.20 78.40 442.28 884.56
300 4.01 8.01 40.06 80.13 442.28 884.56
325 4.08 8.16 40.80 81.60 442.28 884.56
350 4.14 8.29 41.44 82.87 442.28 884.56
375 4.20 8.40 41.99 83.98 442.28 884.56
400 4.25 8.50 42.48 84.95 442.28 884.56
425 4.29 8.58 42.91 85.81 442.28 884.56
450 4.33 8.66 43.29 86.58 442.28 884.56
475 4.36 8.73 43.63 87.27 442.28 884.56
500 4.39 8.79 43.95 87.89 442.28 884.56




525 4.42 8.85 44.23 88.45 442.28 884.56
550 4.45 8.90 44.48 88.97 444.85 889.70
575 4.47 8.94 44.72 89.44 447.20 894.40
600 4.49 8.99 44.93 89.87 449.36 898.71
625 4.51 9.03 45.13 90.27 451.34 902.69
650 4.53 9.06 45.32 90.63 453.18 906.36
675 4.55 9.10 45.49 90.98 454.88 909.77
700 4.56 9.13 45.65 91.29 456.47 912.94
725 4.58 9.16 45.79 91.59 457.95 915.89
750 4.59 9.19 45.93 91.86 459.33 918.65
775 4.61 9.21 46.06 92.12 460.62 921.23
800 4.62 9.24 46.18 92.36 461.83 923.66
825 4.63 9.26 46.30 92.59 462.97 925.94
850 4.64 9.28 46.40 92.81 464.04 928.09
875 4.65 9.30 46.51 93.01 465.06 930.11
900 4.66 9.32 46.60 93.20 466.02 932.03
925 4.67 9.34 46.69 93.38 466.92 933.84
950 4.68 9.36 46.78 93.56 467.78 935.56
975 4.69 9.37 46.86 93.72 468.60 937.20
1000 4.69 9.39 46.94 93.87 469.37 938.75
1025 4.70 9.40 47.01 94.02 470.11 940.22
1050 4.71 9.42 47.08 94.16 470.82 941.63




1075 4.71 9.43 47.15 94.30 471.49 942.97
1100 4.72 9.44 47.21 94.42 472.13 944.26
1125 4.73 9.45 47.27 94.55 472.74 945.48
1150 4.73 9.47 47.33 94.66 473.33 946.65
1175 4.74 9.48 47.39 94.78 473.89 947.78
1200 4.74 9.49 47.44 94.88 474.43 948.85
1225 4.75 9.50 47.49 94.99 474.94 949.89
1250 4.75 9.51 47.54 95.09 475.44 950.88
1275 4.76 9.52 47.59 95.18 475.92 951.84
1300 4.76 9.53 47.64 95.27 476.38 952.75
1325 4.77 9.54 47.68 95.36 476.82 953.64
1350 4.77 9.54 47.72 95.45 477.24 954.49
1375 4.78 9.55 47.76 95.53 477.65 955.31
1400 4.78 9.56 47.80 95.61 478.05 956.10
1425 4.78 9.57 47.84 95.69 478.43 956.86
1450 4.79 9.58 47.88 95.76 478.80 957.60
1475 4.79 9.58 47.92 95.83 479.16 958.31
1500 — — — — — —

1526 — — — — — —

NOTE




The maximum effective data throughput of |P operating over 10 Mbps, 100 Mbps (Fast), and 1000 M bps (Gigabit)
Ethernet is approximately 95.83 percent.

Ethernet with IPX Networking

As mentioned in the previous section, broadcasts that are associated with IPX are going to be sourced from the
router, not the LAN segments where they came from,; therefore, this perspective MTU size is independent of the
LAN media

NOTE

IPX does not support fragmentation.

If adjusting the frame MTU is the selected course of action, Table 5-9 demonstrates expected throughput values
regarding the number of bits per second for 10 Mbps, 100 Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet network
segments operating with the Novell NetWare Suite. (The OS| Layer 3 [Network] protocol is1PX.)

Table 5-9. Ethernet with IPX Throughput (Bits Per Second)

10 Mbps Ethernet 100 Mbps Ethernet 1000 Mbps Ethernet
Bits Per Second Bits Per Second Bits Per Second
Average Frame 50 Percent 100 Percent 50 Percent 100 Percent 50 Percent | 100 Percent
Length (Bytes) Load Load Load Load Load Load
72 952381 1904762 9523810 19047619 436695454 873390908




80 1304348 2608696 13043478 26086957 436695454 873390908
100 1964286 3928571 19642857 39285714 436695454 873390908
125 2518248 5036496 25182482 50364964 436695454 873390908
150 2901235 5802469 29012346 58024691 436695454 873390908
175 3181818 6363636 31818182 63636364 436695454 873390908
200 3396226 6792453 33962264 67924528 436695454 873390908
225 3565401 7130802 35654008 71308017 436695454 873390908
250 3702290 7404580 37022901 74045802 436695454 873390908
275 3815331 7630662 38153310 76306620 436695454 873390908
300 3910256 7820513 39102564 78205128 436695454 873390908
325 3991098 7982196 39910979 79821958 436695454 873390908
350 4060773 8121547 40607735 81215470 436695454 873390908
375 4121447 8242894 41214470 82428941 436695454 873390908
400 4174757 8349515 41747573 83495146 436695454 873390908
425 4221968 8443936 42219680 84439359 436695454 873390908
450 4264069 8528139 42640693 85281385 436695454 873390908
475 4301848 8603696 43018480 86036961 436695454 873390908
500 4335938 8671875 43359375 86718750 436695454 873390908
525 4366853 8733706 43668529 87337058 436695454 873390908
550 4395018 8790036 43950178 87900356 439511555 879023110
575 4420784 8841567 44207836 88415673 442087779 884175557
600 4444444 8888889 44444444 88888889 444453522 888907045




625 4466248 8932496 44662480 89324961 446633568 893267136
650 4486405 8972810 44864048 89728097 448648955 897297910
675 4505095 9010189 45050946 90101892 450517659 901035317
700 4522472 9044944 45224719 90449438 452255131 904510262
725 4538670 9077341 45386703 90773406 453874727 907749453
750 4553806 9107612 45538058 91076115 455388048 910776095
775 4567980 9135959 45679797 91359593 456805222 913610445
800 4581281 9162562 45812808 91625616 458135131 916270263
825 4593787 9187575 45937873 91875747 459385594 918771188
850 4605568 9211137 46055684 92111369 460563523 921127047
875 4616685 9233371 46166855 92333709 461675052 923350104
900 4627193 9254386 46271930 92543860 462725640 925451281
925 4637140 9274280 46371398 92742796 463720167 927440334
950 4646570 9293139 46465696 92931393 464663002 929326005
975 4655522 9311044 46555218 93110436 465558074 931116149
1000 4664032 9328063 46640316 93280632 466408923 932817846
1025 4672131 9344262 46721311 93442623 467218747 934437493
1050 4679849 9359699 46798493 93596987 467990442 935980885
1075 4687213 9374425 46872125 93744250 468726641 937453283
1100 4694245 9388489 46942446 93884892 469429737 938859475
1125 4700967 9401935 47009675 94019349 470101914 940203828
1150 4707401 9414802 47074010 94148021 470745167 941490334




1175 4713564 9427127 47135636 94271272  |471361324 942722649
1200 4719472 9438944 47194719 (94389439 471952062 943904124
1225 4725141 9450283 47251415 (94502829 472518922 945037844
1250 4730586 9461173 47305864 94611727  |473063323 946126645
1275 4735820 9471639 47358197 (94716395 473586573 947173147
1300 4740854 9481707 47408537 94817073  |474089883 948179765
1325 4745699 9491399 47456993 94913987  |474574370 949148739
1350 4750367 9500734 47503671 95007342 475041070 950082141
1375 4754867 9509733 47548666 95097332 475490947 950981894
1400 4759207 9518414 47592068 95184136 475924893 951849786
1425 4763396 9526792 47633960 95267919  |476343740 952687480
1450 4767442 9534884 47674419 (95348837 476748262 953496524
1475 — — — — — —

1500 — — — — — —

1526 — — — — — —

NOTE

The maximum sized | PX datagram that can be carried within an Ethernet frame is 1470 bytes because IPX adds 30
bytes of overhead.




Table 5-10 demonstrates expected throughput val ues regarding the number of megabits per second for 10 Mbps,
100 Mbyps (Fast), and 1000 Mbps (Gigabit) Ethernet network segments operating with the Novell NetWare Suite.
(The OSI Layer 3 [Network] protocol is 1PX.)

Table 5-10. Ethernet with IPX Throughput (Megabits Per Second)

10 Mbps Ethernet

100 Mbps Ethernet

1000 Mbps Ethernet

Bits Per Second

Bits Per Second

Bits Per Second

Average Frame | 50 Percent 100 Percent 50 Percent 100 Percent 50 Percent | 100 Percent

Length (Bytes) Load Load Load Load Load Load
72 0.95 1.90 9.52 19.05 436.70 873.39
80 1.30 2.61 13.04 26.09 436.70 873.39
100 1.96 3.93 19.64 39.29 436.70 873.39
125 2.52 5.04 25.18 50.36 436.70 873.39
150 2.90 5.80 29.01 58.02 436.70 873.39
175 3.18 6.36 31.82 63.64 436.70 873.39
200 3.40 6.79 33.96 67.92 436.70 873.39
225 3.57 7.13 35.65 71.31 436.70 873.39
250 3.70 7.40 37.02 74.05 436.70 873.39
275 3.82 7.63 38.15 76.31 436.70 873.39
300 3.91 7.82 39.10 78.21 436.70 873.39
325 3.99 7.98 39.91 79.82 436.70 873.39
350 4.06 8.12 40.61 81.22 436.70 873.39




375 4.12 8.24 41.21 82.43 436.70 873.39
400 4.17 8.35 41.75 83.50 436.70 873.39
425 4.22 8.44 42.22 84.44 436.70 873.39
450 4.26 8.53 42.64 85.28 436.70 873.39
475 4.30 8.60 43.02 86.04 436.70 873.39
500 4.34 8.67 43.36 86.72 436.70 873.39
525 4.37 8.73 43.67 87.34 436.70 873.39
550 4.40 8.79 43.95 87.90 439.51 879.02
575 4.42 8.84 44.21 88.42 442.09 884.18
600 4.44 8.89 44.44 88.89 444.45 888.91
625 4.47 8.93 44.66 89.32 446.63 893.27
650 4.49 8.97 44.86 89.73 448.65 897.30
675 4.51 9.01 45.05 90.10 450.52 901.04
700 4.52 9.04 45.22 90.45 452.26 904.51
725 4.54 9.08 45.39 90.77 453.87 907.75
750 4.55 9.11 45.54 91.08 455.39 910.78
775 4.57 9.14 45.68 91.36 456.81 913.61
800 4.58 9.16 45.81 91.63 458.14 916.27
825 4.59 9.19 45.94 91.88 459.39 918.77
850 4.61 9.21 46.06 92.11 460.56 921.13
875 4.62 9.23 46.17 92.33 461.68 923.35
900 4.63 9.25 46.27 92.54 462.73 925.45




925 4.64 9.27 46.37 92.74 463.72 927.44
950 4.65 9.29 46.47 92.93 464.66 929.33
975 4.66 9.31 46.56 93.11 465.56 931.12
1000 4.66 9.33 46.64 93.28 466.41 932.82
1025 4.67 9.34 46.72 93.44 467.22 934.44
1050 4.68 9.36 46.80 93.60 467.99 935.98
1075 4.69 9.37 46.87 93.74 468.73 937.45
1100 4.69 9.39 46.94 93.88 469.43 938.86
1125 4.70 9.40 47.01 94.02 470.10 940.20
1150 4.71 9.41 47.07 94.15 470.75 941.49
1175 4.71 9.43 47.14 94.27 471.36 942.72
1200 4.72 9.44 47.19 94.39 471.95 943.90
1225 4.73 9.45 47.25 94.50 472.52 945.04
1250 4.73 9.46 47.31 94.61 473.06 946.13
1275 4.74 9.47 47.36 94.72 473.59 947.17
1300 4.74 9.48 47.41 94.82 474.09 948.18
1325 4.75 9.49 47.46 94.91 474.57 949.15
1350 4.75 9.50 47.50 95.01 475.04 950.08
1375 4.75 9.51 47.55 95.10 475.49 950.98
1400 4.76 9.52 47.59 95.18 475.92 951.85
1425 4.76 9.53 47.63 95.27 476.34 952.69
1450 4.77 9.53 47.67 95.35 476.75 953.50




1475 — — — — — —

1500 — — — — — —

1526 — — — — — —

NOTE

The maximum effective data throughput of IPX operating over 10 Mbps, 100 Mbps (Fast), and 1000 Mbps
(Gigabit) Ethernet is approximately 95.35 percent.

Case Study: Ethernet Network Analyzers

Several analysis tools are available on the market, and it is up to the individual or organization to make the
decision which to use. The purpose of this discussion is to review what information is provided by these, and other,
network analysis tools. Two such tools are EtherPeek by WildPackets (www.wildpackets.com, formerly AG
Group) and SnifferPro (www.snhifferpro.com). The Ethernet interface on the Cisco router can also provide
information that can be used to perform some basic network analysis.

Ethernet network analyzers are a specific function of a protocol analyzer. Whereas a protocol analyzer can monitor
and analyze data for multiple LAN technologies and protocols, an Ethernet analyzer functions only with Ethernet
networks.

Ethernet and other network analyzers are useful when you need to dissect a network issue, such as identify the
source(s) of collisions or identify the "top talkers" on a network segment. Network analyzers are also useful for
breaking down the traffic flow by protocol, and identifying what percentage of the total traffic flow each protocol
occupies.



Ethernet Network Analysis

Figure 5-1 is a SnifferPro screenshot breaking down the I P protocol distribution during a defined period.

Figure 5-1. SnifferPro IP Protocol Distribution
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Figure 5-2 illustrates the network utilization for another network segment by category over a 10-minute period.

Figure 5-2. Network Utilization Ranges
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This illustrates the utilization ranges from a low of 6 percent to a high of 10 percent. Packets per second levels
range between 1,000 and 1,100 packets per second, and Layer 3 broadcasts are non-existent. Significant here are
the errors/second levels, ranging from 30 to 70 per second.

Because these errors have been identified as being significant, the next step would be to drill down with the
network analyzer and other network test equipment to determine the source of these network errors.

Ethernet Network Throughput

Measuring network throughput usually requires the use of a network analyzer; however, some rudimentary
estimates can be determined by using the formulae and tools discussed earlier in this chapter.



Network Transfer Rate (Effective Throughput)

Given the transfer rate, or effective throughput, of a LAN segment (Ht), where H; is the maximum frames per
second on a single LAN segment, the following can be derived:

Hy= (1/(1/Hy))

It was determined earlier in this chapter that the frame transmission rate for a 10 Mbps Ethernet segment yielded
819 maximum-sized (1,526 byte) frames. Therefore,

Hoy = (1/(1/819)) = 819

If the LAN comprises multiple segments bridged together, an adjusted formulais derived:

Hp = (1/(1/H))+(1/Hy)+(1/H3)+...(1/Hy))

For example, if two 10 Mbps Ethernet LAN segments (819 frames per second) and one 100 Mbps Ethernet LAN
segment (8,196 frames per second) are bridged, the following would be used to calculate the transfer rate, or
throughput, of the LAN as awhole:

Hep = (1/((1/819)+(1/819)+(1/8196))) = 390



To correlate the [ maximum] frames per second to a bits per second result, multiply the result of Hy by the number
of bytes per frame (1526), and again multiply by 8 bits per byte:

Hyp = 390 frames per second x (1526 bytes/frame) x (8 bits/byte) = 4761120 bps. or
47.6 Mbps.

Average Bandwidth Per User

After the effective throughput rate has been determined, determining the average bandwidth (X) per user is
relatively simple using the following formula, where X is the number of users:

X = (H/X) x ((maximum bytes/frame) x (8 bits/byte))

Using the maximum bytes for a 10 Mbps Ethernet frame (1,526) and approximately 50 users on the same network
segment, the following is derived:

X =(819/50) = ((1526/frame) = (8 bits/byte)) = 199967 bps, or (.20 Mbps

The average amount of bandwidth per user on a 50-user, 10 Mbps Ethernet segment is approximately 0.20 Mbps
(199.99 Kbps). It can be safely assumed that each user has access to more than his respective 0.20 Mbps of
bandwidth, unless each user attempts to transmit data at the same time.



Ethernet with IP and IPX Network Throughput

To measure the throughput of an Ethernet network that is operating with IP or IPX as its networking protocol, the
same formulae apply, bearing in mind the maximum frame size is reduced due to protocol overhead.

For example, the maximum frame size for | P over Ethernet is 1476 bytes; therefore, on a 50-user, 10 Mbps
Ethernet segment, the average bandwidth per user is 0.19 Mbps (193.4 Kbps), as derived by the following:

X = (B19/50) > ((1,476/rame) = (8 bits/byte)) = 193415 bps = (.19 Mbps

For example, the maximum frame size for |PX over Ethernet is approximately 1,450 bytes; therefore, on a 50-user,
10 Mbps Ethernet segment, the average bandwidth per user is 0.19 Mbps (190.0 Kbps), as derived by the following
formula:

X = (819/50) x ((1450/frame) x (8 bits/byte)) = 190008 bps = 0.19 Mbps

Summary

After an Ethernet network has been documented, the next step is to review the physical and logical topology for
any performance-impacting issues.

Although several third-party Ethernet network analyzers are available on the market today, you can garner
substantial information from the router interface.



The three primary Cisco router interface commands that are used to gather information about the state and health of
the network are as follows:

show interfaces ether net
show buffer s ether net
show processes cpu

Each of these commands provides useful information, that when combined, presents a clear picture of how the
network segment is performing.

Several "early warning" signs indicate current or predictable network issues that can be derived from the Cisco
router.

No segments should have more than one CRC error per million bytes of data, or 0.0001 percent CRC errors
(CRCs) on each segment.

(CRCs / total bytes) x 100 < 0.0001%

On Ethernet segments, less than 0.1 percent of the frames (identified as packets in the show interface output) are
collisions.

(Collisions / (Input packets + Output packets)) x 100 <0.1%



On a Cisco router, the number of output queue drops should not exceed 100 in any hour, and the number of input
gueue drops should not exceed 50 in any hour.

On a Cisco router, the number of ignored packets on any interface should not exceed more than (approximately) 10
inan hour.

On any Cisco router, the number of buffer misses should not be more than (approximately) 25 in a given hour.
On any Cisco router, the 5-minute CPU utilization rate should be under 75 percent.

The following formulae are used to determine the amount of time it takes for a single Ethernet frame (10 Mbps,
100 Mbps or 1000 Mbps) to traverse the network segment.

For 10 Mbps Ethernet segments, using the maximum Ethernet frame size (1,526 bytes), the following is true for the
transmission time for one frame (1,526 bytes):

9.6 microseconds + (1526 bytes x (8 bits/1 byte) x (100 ns/1 bit)) = 1.22 ms = 8§19
frames per second

For 10 Mbps Ethernet segments, using the minimum Ethernet frame size (72 bytes), the following is true for the
transmission time for one frame (72 bytes):

9.6 microseconds + (72 bytes » (8 bits/1 byte) = (100 ns/1 bit)) = 0.06 ms = 16667
frames per second



For 100 Mbps (Fast) Ethernet segments, using the maximum Ethernet frame size (1526 bytes), the following is true
for the transmission time for one frame (1526 bytes):

9.6 microseconds + (1526 bytes x (8 bits/1 byte) x (10 ns/1 bit)) = .122 ms = 8196
frames per second

For 100 Mbps (Fast) Ethernet segments, using the minimum Ethernet frame size (72 bytes), the following is true
for the transmission time for one frame (72 bytes):

9.6 microseconds + (72 bytes = (8 bits/1 byte) = (10 ns/1 bit)) = 0.006 ms = 166667
frames per second

For 1000 Mbps Ethernet segments, using the minimum Gigabit Ethernet frame size (520 bytes), the following is
true for the transmission time for one frame (520 bytes):

0.096 microseconds + ({320 bytes x (8 bits/| byte]) % | ns/bit) = 4,160 microseconds
= 240383 frames per second

Using the maximum Ethernet frame size (1526 bytes), the following is true for the transmission time for one frame
(1526 bytes) across a 1000 M bps (Gigabit) Ethernet network segment:



(.096 microseconds + (1,326 bytes x (8 bits/l byte)) x 1 ns/bit) = 0.0122

microseconds = 1967 frames per second

The frame size is determined by the maximum transmission unit (M TU). This value can be changed at the EXEC
prompt, using the mtu value command, where value is any number between 64 and 18000.

The effective throughput for 10 Mbps, 100 Mbps (Fast), and 1000 Mbps (Gigabit) Ethernet network segments is
approximately 99.999213 percent. This does not take into account any upper-layer protocol (such as IP or 1PX)
overhead or requested retransmissions.

The effective throughput of a specific LAN segment (Ht) can be determined using the following formula, where H;
Is the maximum frames per second on a single LAN segment.

If the LAN comprises multiple segments bridged together, an adjusted formulais derived:

Hep = (1/(1/H)+(1/Hy)+(1/H3)+...(1/Hy))

After the effective throughput rate has been determined, determining the average bandwidth (X) per user is
relatively simple using the following formula, where X is the number of users:



X = (H/X) x ((maximum bytes/frame) x (8 bits/byte))

Chapter 6. Token Ring/IEEE 802.5

Two standard LANSs use Token Ring: IEEE 802.5 and FDDI. This chapter discusses the |EEE 802.5-based
Implementations.

Token Ring

The term Token Ring is generally used to refer to both IBM's Token Ring and | EEE 802.5 network
implementations. IBM originally developed the Token Ring network in the 1970s, and it is still IBM’s primary
local-area network (LAN) technology. The related IEEE 802.5 specification is almost identical and completely
compatible with IBM’s Token Ring network implementations. The |EEE 802.5 specification was modeled after
IBM’s Token Ring specification, and the IEEE 802.5 specification continues to follow IBM’s research and
developmental work with Token Ring.

Although the Token Ring and IEEE 802.5 network specifications differ slightly, the network implementations are
basically compatible. IBM’s Token Ring network implementations specify a star topology, with all end hosts, or
hosts, attached to a multistation access unit (MSAU or MAU). The IEEE 802.5 specification does not specify a
topology, although practically all |IEEE 802.5 implementations are based on a star topology.

Token Ring is considered a half-duplex network implementation because only one host can transmit at any given
time. Token Ring’s full-duplex network implementation is known as Dedicated Token Ring (DTR). Token Ring
hosts connect, point-to-point, to a DTR concentrator or switch and have all available link bandwidth to use for data
transmission and reception. Dedicated Token Ring will be discussed later in this chapter.



NOTE

Unless Early Token Release is implemented, Token Ring networks will have no collisions in a deterministic Token
Ring network environment.

Table 6-1 demonstrates key differences between the IBM Token Ring and the | EEE 802.5 network implementation
specifications.

Table 6-1. IBM Token Ring and IEEE 802.5 Specification Differences

IBM Token Ring IEEE 802.5

Data Rates 4, 16 megabits per second (Mbps) 4, 16 Mbps
Hosts Per Segment 260 (shielded twisted pair) 250

72 (unshielded twisted pair)
Topology Star Not specified
Media Twisted-pair Not specified
Signaling Baseband Baseband
Access Method Token passing Token passing
Encoding Differential Manchester Differential Manchester
Routing Information Field (RIF) Size 2 to 30 bytes 2 to 30 bytes
Maximum Frame Size 4 Mbps = 4,550 bytes 4 Mbps = 4,550 bytes




| 16 Mbps = 18,200 bytes 16 Mbps = 18,200 bytes

NOTE

100 Mbps 802.5 was standardized in 1998 as 802.5t.

The High-Speed Token Ring Alliance (HSTRA) wrote a specification for 100 Mbps full-duplex Token Ring to
meet the challenge by Fast and Gigabit Ethernet.

16 Mbps (half-duplex) and 32 Mbps (full-duplex) Token Ring implementations currently seem to offer sufficient
bandwidth for desktop applications requiring networking functions. When the requirement for a higher-speed
network infrastructure needs to be met, some organizations will deploy 100 Mbps Token Ring, whereas others will
upgrade to 100 Mbps (Fast) Ethernet, 1000 Mbps (Gigabit) Ethernet, or ATM LAN Emulation network
Implementations.

NOTE

100V G-AnyLAN implementations were designed to help smooth the migration path from Token Ring to Fast
Ethernet implementations as 100V G-AnyLAN can interconnect with both Token Ring and Ethernet networking
environments. However, 100V G-AnyLANSs were unsuccessful in gathering vendor support, despite standardization
as |EEE 802.12. Networking vendors opted to support Ethernet instead of 100V G-AnyLAN.



Physical Connections

IBM Token Ring network hosts, or hosts, are directly connected to MAUS, which can be wired together to form
one large ring. Patch cables connect MAUs to adjacent MAUSs to build these rings, and lobe cables connect MAUSs
to end hosts. Token Ring MAUs include bypass relays for removing hosts from the ring if a problem is detected

with a particular host.

Although Token Ring and |EEE 802.5 networks are physically cabled in a star topology, they operate in alogical
ring topology, asillustrated by Figures 6-1 and 6-2.

Figure 6-1. Token Ring Physical Topology
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Figure 6-2. Token Ring Logical Topology
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Token Ring Operation

Token Ring and |EEE 802.5 are two of the three principal examples of token-passing network implementations, the
third being Fiber Distributed Data I nterface (FDDI). Token passing networks move a small frame, called a token,
around the network. Possession of the token by a host grants the right to transmit. If a host, or node, receiving the



token has no information to send, it passes the token to the next host in the ring. Each host can hold the token for a
maximum period of time, called the Token Holding Time (THT), and the default is 10 milliseconds (ms).

NOTE

Traditional Token Ring network implementations operate in half-duplex mode. Full-duplex mode is supported
through the implementation of Dedicated Token Ring (discussed later in this chapter).

If ahost that is possessing the token does have information to transmit, it seizes the token. The host then alters 1 bit
of the token, turning the token into a start-of-frame sequence; appends the information the host wants to transmit;
and sends this information to the next host on the ring, known as the downstream neighbor.

While the data information frame is circling the ring, no token is on the network, unless the ring supports early
token release. If the ring does not support early token release, other hosts wanting to transmit must wait. If early
token release is supported, a new token can be released when frame transmission is completed. If early token
release is not supported on the ring, collisions cannot occur in Token Ring network implementations.

The data information frame circulates the ring until it reaches the intended destination host, which copies the
information for further processing. The data information frame continues to circle the ring and is removed when it
reaches the originating host. When the destination host receives the frame, it modifies the frame by setting a bit so
that the originating host will know that the intended destination has read it. The originating host will then check the
returning frame to determine if the frame was seen and subsequently copied by the destination.



The direction in which data is transmitted is known as the downstream direction and the direction from which the
datais received is known as the upstream direction. The immediate upstream neighbor that transmits to a host is
called the nearest active upstream neighbor (NAUN).
Figure 6-3 illustrates the following:

Figure 6-3. Token Ring Neighbors
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Host A is the downstream neighbor of host D.
Host A is the nearest active upstream neighbor of host B.

Unlike CSMA/CD networks (broadcast), such as Ethernet, token passing networks are deterministic, meaning that
it is possible to calculate the maximum time that will pass before any host will be capable of transmitting. This
feature and several reliability features, discussed later in this chapter in the section "Token Ring Fault
Management," make Token Ring networks the ideal for applications in which delay must be predictable and stable
and reliable network operation is important, such as with legacy SNA or mainframe-based environments.

Joining a Ring

When a host is inactive on the ring, its lobe cable is bypassed by the MAU. A host must actively perform an
insertion procedure before it can participate in the ring. Five steps are involved in this process:

1. Test the cable— The host sends a series of Lobe Media Test frames onto its cable, addressed to the null
address (hex: 00-00-00-00-00-00), and they are wrapped back to the host by the concentrator. This enables
the host to determine whether its cable is faulty or good. If this test passes, the host places a DC current on
its cable that causes the concentrator to open its bypass relay and insert the host onto the ring.

2. Determine presence of active monitor— The host sets a timer and watches for indications of an active
monitor on the ring. Specifically, the host looks for an Active Monitor Present, Standby Monitor Present, or
Ring Purge frame. If none of these arrive during the host's timeout period, the host initiates an active monitor
election process by sending Claim Token frames.

3. Verify duplicate addresses— The host will make sure that no other host on the ring has the same address by
sending a Duplicate Address Test frame. If a duplicate address exists, then the host will remove itself from
the ring.

NOTE



Token Ring networks support locally administered MAC addresses as an option to globally administered,
unigque, manufacturer-assigned MAC addresses. The duplicate address test is a necessary precaution when
locally administered addresses are used.

4. Learn upstream neighbor’s address— After the host has verified that its address on the ring is unique, it then
starts to participate in the nearest upstream neighbor notification process.

5. Obtain configuration parameters— This function is rarely used. The host might transmit a Request
Initialization frame to the Ring Parameter Server functional multicast address. If there is a Ring Parameter
Server, it responds with an Initialize Host or Change Parameters frame.

NOTE

Token Ring network implementations support locally administered addressing. IBM recommends from 40-00-00-
00-00-00 to 40-00-FF-FF-FF-FF. IBM also provides further recommendations regarding station assignment.

Ring Operation Frames
Several special Token Ring MAC frames are essential to the operation of a Token Ring network:

LLC frames— These are frames that carry user data and carry an LLC header.

MAC frames— These are frames that carry various types of Token Ring protocol messages.

Active Monitor Present (AMP) frames— These are frames that the Active Monitor periodically sends out to
announce that it is still doing its job of monitoring ring operations. If these messages cease, the standby
monitors (any other host attached to the ring) initiate an election process to select the new active monitor.
Ring Purge frames— These are the first frames that a newly elected active monitor will transmit onto the
ring to clean out all old data. Each host that receives a Ring Purge frame resets all its timers and becomes



guiet, ssimply repeating the bit stream it receives across the ring. When the active monitor receives back its
Ring Purge frame after it has circled the ring, the active monitor removes the Ring Purge frame and initiates

normal operation by transmitting a token.
Claim Token frames— These are frames sent by a host that detects that the active monitor is not functioning
properly. Claim Token frames initiate the election process for a new active monitor on the ring.

Ring Special Servers
Three server options are supported in a Token Ring network implementation:

Ring Parameter Server— When a host first joins aring, it sends a request for parameter values, maintained
by the Ring Parameter Server. If no answer comes back to the host, default parameters are used.
Configuration Report Server— When a host detects that its nearest active upstream neighbor (NAUN) MAC
address has changed, it sends a message to the Configuration Report Server. The Configuration Report
Server can send a message to a host to perform one of the following:

- Change its parameters.

- Ask the host to remove itself from the ring.

- Ask the host to provide status information.

Ring Error Monitor— This collects periodic error counts from hosts on the ring network.
Error Types

Two types of errors are found in Token Ring network implementations:



Hard errors— Faults that prevent frames or tokens from circulating around the ring. The beaconing process
immediately handles hard errors (discussed later in this chapter).

Soft errors— Faults that cause data corruption but do not prevent frames or tokens from circulating around
the ring. Each host maintains a set of soft error counters and will occasionally report these error counts to the
Ring Error Monitor.

NOTE

On Token Ring segments, an indication that network issues are present is if more than 0.1 percent of the frames are
soft errors and are not related to ring insertion.

Token Priority

Token Ring and |EEE 802.5 networks use a priority system that permits certain user-designated, high-priority hosts
to use the network more frequently.

Only hosts with a priority equal to or higher than the priority value contained within a token can seize that token.
After the token is seized and changed to an information frame, only hosts with a priority value higher than that of
the transmitting host can reserve the token for the next pass around the network. When the next token is generated,
it includes the higher priority of the reserving host. Hosts that raise atoken's priority level must reinstate the
previous priority after their transmission is complete.

Eight levels of priority are supported by providing each data frame and token two 3-bit fields: a priority field and a
reservation field.



Given the following

Pf = Priority of frame to be transmitted by host

Ps = Service priority: priority of current token

Pr = Value of Ps as contained in the last token received by this host

Rs = Reservation value in current token

Rr = Highest reservation value in the frames received by this host during the last token rotation

The Token Ring priority scheme works as follows:

1. A host wanting to transmit must wait for a token where Ps<Pf. (The priority of the current token is less than
or equal to the priority of the frame to be transmitted by the host.)

2. While waiting, a host can reserve a future token at its priority level, Pf. If a data frame goes by the host on
the ring, and the reservation field is less than its priority (Rs < Pf), then the host can set the reservation field
of the frame to its priority (Rs «Pf). If atoken frame goes by, and if (Rs < Pf and Pf < Ps), then the host sets
the reservation field of the frame to its priority, Rs «+Pf. This has the effect of preempting any lower-priority
reservation.

3. When a host seizes a token, the following actions occur:
- The token bit is set to 1 to indicate the start of a data frame.
- The reservation field of the data frame is set to O.

- The priority field is unchanged (the same as that of the incoming token frame).

4. Following transmission of one or more data frames, a host issues a new token with the priority and
reservation fields set appropriately.



Token Holding Time (THT)

Token Holding Time (THT) addresses the issue of how much data a given host is allowed to transmit each time it
possesses the token, or stated differently, how long a given host on the network is allowed to hold the token.

THT is based on the following premise: If it is assumed that most hosts on the network do not have datato send at
any given time, then a case could be made for letting a host that possesses the token transmit as much data as it has
before passing the token on to the next host. Thiswould set the THT to infinity (e<), effectively disallowing any
other host on the ring to seize the token and subsequently transmit its data. In this case, it is not practical to limit a
host to sending a single message and to force it to wait until the token circulates al the way around the ring before
getting a chance to send another message. The "as much data as it has" model would be dangerous because a single
host could keep the token for an arbitrarily long time, but the THT could be set to significantly more than the time
to send one frame.

The more bytes of data a host can send each time it has the token, the better the ring utilization can be achieved in
the situation in which only a single host has data to send. This methodology does not work when multiple hosts
have data to send; it favors hosts that have alot of data to send over hosts that only have a small amount of data to
send, regardless of the importance of this data.

NOTE

As stated previously, the default THT is 10 ms.



Before putting each frame onto the ring, the sending host must check that the amount of time it would take to
transmit the frame would not cause it to exceed the token holding time. This means keeping track of how long the
host has already held the token, and looking at the length of the next frame that it wants to send.

From the THT, another useful quantity can be derived: the Token Rotation Time (TRT). The TRT is the amount of
time it takes a token to circle around the ring as viewed by a given host.

The TRT is less than or equal to the number of active hosts multiplied by the THT, plus the latency of the ring
network.

Token Ring Fault Management

Token Ring networks employ several mechanisms for detecting and adjusting to network faults. For example, one
host in the Token Ring network is selected to be the active monitor. The active monitor host, which potentially can
be any host on the network, acts as a centralized source of timing information for other ring hosts and performs a
variety of ring-maintenance functions. One of these functions is the removal of continuously circulating frames
from the ring. When a sending device fails, its frame can continue to circle the ring. This can prevent other hosts
from transmitting their own frames and essentially lock up the network. The active monitor can detect such frames,
remove them from the ring, and generate a new token.

The monitor’s job is to ensure the health of the ring. Any host on the ring can become the monitor, and defined
procedures exist whereby the monitor is elected when the ring is first connected or on the failure detection of the
current monitor. A healthy monitor periodically announces its presence with a special control frame: the Active
Monitor Present (AMP) frame. If a host fails to see such a message for some period of time, it will assume that the
monitor has failed and will try to become the monitor. The procedures for electing a monitor are the same whether
the ring has just come up or the active monitor has just failed.



When a host decides that a new monitor is needed, it transmits a"Claim Token" frame, announcing its intent to
become the new monitor. If that token circulates back to the originator, it can assume that it is okay for it to
become the monitor. If some other host is also trying to become the monitor at the same instant, the sender might
see a Claim Token message from that other host first. In this case, it will be necessary to break the tie with the
well-defined rule of "highest address wins," in this case, the highest MAC address.

Monitor Election Process

The Claim Token election process determines active monitors. When hosts detect no active monitor, a host that
detects that the active monitor is not functioning will participate in a monitor election by sending a Claim Token
frame. The originating host, or transmitter, repeats its Claim Token frame periodically, sending interframe gap
filler—1 byte for 4 Mbps Token Ring and 5 bytes for 16 Mbps Token Ring—between the Claim Token frames.

Several hosts might detect the issue and become transmitters at the same time. Furthermore, other hosts that find
out what is happening by receiving a Claim Token frame might have been configured to contend the election by
becoming transmitters. These hosts will start to send their own Claim Token frames, with any remaining hosts
staying out of the contest, repeating the Claim Token frames as they are received.

The transmitter with the highest MAC address wins the active monitor election. The election procedure is clear-
cut; atransmitter that receives the Claim Token frame originating from a host with a higher MAC addressis
knocked out of the active monitor contest and becomes a repeater. This process is repeated until one transmitter is
left. When this transmitter starts receiving its own Claim Token frames, it knows it has won the election and
becomes the active monitor.



Active Monitor

After the monitor is agreed upon, it plays a number of roles. The monitor might need to insert additional delay into
the ring by instituting delayed release on the token. The monitor is also responsible for making sure that atoken is
aways somewhere in the ring, either circulating or currently held by a host. A token might disappear for several
reasons, such as bit error or the host holding onto the token crashing. To detect a missing token, the monitor
watches for a passing token and maintains atimer equal to the maximum possible token rotation time, as
demonstrated by the following formula:

TRT )y, = # of Hosts x THT + Latencypjy,e

NOTE

Early release is when the sender inserts the token back onto the ring immediately following its frame. Delayed
release is when the sender inserts the token back onto the ring after the frame it transmitted has gone all the way
around the ring and been removed.

The monitor also checks for corrupted or orphaned frames. Corrupted frames have checksum errors or invalid
formats, and without monitor intervention, they could circle the ring forever. The monitor cleans these frames off
the ring before reinserting the token. An orphaned frame is one that was transmitted correctly onto the ring, but
whose "parent host" died, meaning that the sending host went down before it could remove the frame from the ring.
The monitor detects corrupted and orphaned frames by using the "monitor" bit in the token frame header. This bit



Is set to O upon initial transmission and is set to 1 the first time it passes the monitor. If the monitor sees a frame
with this bit set, it knows the frame is going around the ring a second time and it clears the frame off the ring.

The IBM Token Ring network’s star topology also contributes to overall network reliability by the detection of
dead hosts on the ring. Because all information in a Token Ring network is seen by active MAUS, these devices
can be configured to check for problems and selectively remove hosts from the ring as necessary.

A Token Ring algorithm called beaconing detects and tries to repair certain network faults.
Beaconing

Whenever a host detects a serious problem with the network, such as a cable break, it sends a beacon frame, which
defines afailure domain. This domain includes the host reporting the failure, its nearest active upstream neighbor
(NAUN), and everything in between. Beaconing initiates a process called auto-reconfiguration, in which hosts
within the failure domain automatically perform diagnostics in an attempt to reconfigure the network around the
failed areas. Physically, the MAU can accomplish this through electrical reconfiguration.

All active hosts participate in the beaconing process. The beacon process identifies the location of a fault and starts
to send periodic beacon MAC frames in response to any of the following events:

A signal loss occurs, and the host receives no information from its upstream link.

The host is receiving bits, but the data does not conform to the expected protocol (for example, along stream
of interframe gaps).

The upstream neighbor has been sending a string of Claim Tokens for an extended period of time.

NOTE



Remember: An active host intending to become the active monitor on the ring sends Claim Tokens.

Beacon frames contain the following:

The cause of the beacon
The originating host’s upstream neighbor’'s MAC address

If the upstream neighbor receives these beacons pointing to its own MAC address, the host removes itself from the
ring and tests its network interface card (NIC) to determine if there is a problem.

If the transmitting host’s NIC receives its own beacon frame, it means the frames are being delivered around the
ring and whatever issue was present has since been resolved. The host then initiates the Claim Token process to
elect an active monitor on the ring. If the issue has not been resolved when a timeout expires, the host that started
the beaconing process will remove itself from the ring and test its own NIC.

A failure caused by afaulty link or NIC that cannot recognize the need to remove itself from the ring requires
administrative action. An administrator monitoring the beaconing process can isolate the fault domain. The fault
domain consists of three parts:

The downstream host, which reports the issue

The upstream host (of the fault)

The equipment between the upstream and downstream hosts, such as cables, concentrators, repeaters, and so
on



Frame Format

Token Ring and |EEE 802.5 support two basic frame types: tokens and data/command frames. Tokens are 3 bytes
in length and consist of a start delimiter, an access control byte, and an end delimiter (see Figure 6-4).
Data/command frames vary in size, depending on the size of the Information field, where the data is carried. Data
frames carry information for upper-layer protocols, whereas command frames contain control information and have

no data for upper-layer protocols.

Figure 6-4. Token Frame
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Token Frame Fields

The three token frame fields are as follows:

Start Delimiter (SD) — Alerts each host of the arrival of atoken, or data/command frame.

Access Control (AC) byte— As Figure 6-5 shows, the Access Control byte contains the Priority field (the
most significant 3 bits) and the Reservation field (the least significant 3 bits). It aso contains a token bit
(used to differentiate a token from a data/command frame) and a monitor bit (used by the active monitor to

determine whether aframe is circling the ring endlessly).

Figure 6-5. Access Control Byte Breakdown
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End Delimiter (ED)— Signals the end of the token or data/command frame. This field also contains bits to
indicate a damaged frame or identify the frame that is the last in alogical sequence.

Data/Command Frame Fields

Data/command frames have the same three fields as Token Frames, plus several others, as demonstrated by the

following, and detailed in Figures 6-6 and 6-7:

Figure 6-6. Token Ring Data/Command Frame
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Figure 6-7. Access Control Byte Breakdown
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Start Delimiter— Alerts each host of the arrival of atoken or data/command frame.

Access Control byte— Contains the Priority field (the most significant 3 bits) and the Reservation field (the
least significant 3 bits). It al'so contains a token bit (used to differentiate a token from a data/command
frame) and a monitor bit (used by the active monitor to determine whether a frame is circling the ring
endlessly). See Figure 6-7.

Frame Control bytes— Indicates whether the frame contains data or control information. In control frames,
this byte specifies the type of control information.

Destination and Source Addresses— Consists of two 6-byte address fields that identify the destination and
source host addresses.

Data— Indicates that the length of the field is limited by the ring token holding time, which defines the
maximum time a host can hold the token.

Frame Check Sequence (FCS)— Isfilled by the source host with a calculated value dependent on the frame
contents. The destination recalculates the value to determine whether the frame was damaged in transit. If
the frame was damaged, it is discarded. Cyclic Redundancy Check (CRC) is used here.

End Delimiter— Signals the end of the token or data/command frame. The end delimiter also contains bits to
indicate a damaged frame or identify the frame that is the last in alogical sequence.



Frame Status— Is a 1-byte field terminating a command/data frame. The Frame Status field includes the
address-recognized indicator and frame-copied indicator.

After the data/command is an Interframe Gap, which is essentially a gap between the end of one frame and the
beginning of the next. For 4 Mbps Token Ring network implementations, the Interframe Gap is at least 1 byte. For
16 Mbps Token Ring network implementations, the Interframe Gap is at least 5 bytes.

Dedicated Token Ring

The 1997 update to |EEE 802.5 introduced a new access control technique known as Dedicated Token Ring (DTR).
In atraditional Token Ring configuration, the network utilizes a star topology by the use of a hub, or concentrator.

However, it is possible to have this central hub function as a concentrator or switch, so that the connection between
each host and the switch functions as a full-duplex point-to-point link, effectively doubling the available bandwidth
onthe link; for example, 16 Mbps half-duplex effectively becomes 32 Mbps full-duplex. The DTR specification
defines the use of hosts and concentrators in this switched mode. The DTR concentrator acts as a frame-level relay
rather than a bit-level repeater, or hub, so that each link from concentrator to host is a dedicated link with
immediate access possible; token passing is not used.

DTR can be used in 4 Mbps and 16 Mbps implementations as an alternative to the original token passing method.
In the newer 100 Mbps Token Ring implementations, DTR is the only medium access method supported.

The DTR protocol supports backward compatibility with half-duplex Token Ring operation. This backward
compatibility means that you could expect to see an implementation where older half-duplex compatible equipment
isinuseinaDTR environment.



Full-duplex DTR is a point-to-point protocol implementation. Data is not passed around aring as it is with the
traditional Token Ring implementation, and no token exists.

NOTE

Full-duplex Token Ring operates in what is known as transmit immediate (TXI) mode. Half-duplex Token Ring
operates in what is known as token passing (TKP) mode.

Dedicated Token Ring Concentrators/Switches

A DTR Concentrator/Switch performs both concentrating and switching functions. The concentrating function also
provides the capability to connect a set of half-duplex hosts into a virtual ring.

A DTR Concentrator/Switch usually has support for SNM P management variables, including RMON (Remote
Monitoring). This functionality makes the Concentrator/Switch an ideal network management tool because it
accumulates information from several Token Rings.

C-Ports

C-Ports, or Concentrator Ports, are defined for use with DTR Concentrators/Switches to support full-duplex DTR
hosts. C-Ports are also backward compatible and can behave like a traditional half-duplex Token Ring port.

Whereas Ethernet ports are always ready and available for use, Token Ring ports passively wait until a Token Ring
host terminates the end of the lobe cable, which then initiates the ring insertion process (as described earlier).

NOTE



Dedicated Token Ring Concentrator/Switches usually support both source-routing and transparent bridging
capabilities.

The C-Port’s behavior depends on network implementation and configuration:

A DTR host can connect in full-duplex mode, linking the host to the Concentrator/Switch’s bridging
function.

Multiple C-Ports can be combined to create a shared logical, or virtual, ring. The Concentrator/Switch's
bridging function interconnects these logical rings with each other and with DTR-switched hosts.

Full-Duplex Operation

In full-duplex mode, data does not circle aring and there is no active or standby monitor functionality on the ring.
The priority, monitor, and reservation bits in the frame access control (AC) field are all set to O because these
functions are not necessary in full-duplex mode.

Detecting a cable or host fault is handled differently in full-duplex operations. Traditional (half-duplex) Token
Ring implementations rely on long silences detected by the receivers to indicate an upstream fault. Full-duplex
operation does not have the continuous data stream as that of aring. Frames are sent/received by hosts on an as-
needed basis, and the frames do not circle back to the originating host.

To avoid this [ull of incoming traffic into a host, a Heartbeat MAC frame was introduced. Heartbeats are
periodically sent by both end points of the lobe cable: the DTR host and the C-port on the concentrator/switch. A
long silence on the wire in this scenario indicates a hard fault on the line, initiating the beaconing process.

NOTE



The heartbeat frame also replaces the neighbor notification method of providing an ongoing check of the
neighboring host's MAC address.

High-Speed Token Ring

As mentioned in the beginning of this chapter, a specification for 100 M bps full-duplex Token Ring was written by
the High-Speed Token Ring Alliance (HSTRA) to meet the challenge of Fast and Gigabit Ethernet. High-Speed
Token Ring (HSTR) is a 100 Mbps implementation of DTR.

NOTE

High-Speed Token Ring's official title is 100 Mbps Dedicated Token Ring and was standardized in 1998 as |EEE
802.5t.

High-Speed Token Ring operates only in full-duplex mode and uses the full-duplex DTR protocol for MAC
operation.

High-Speed Token Ring Applications

Aside from providing 100 Mbps link speed to the desktop, High-Speed Token Ring has been deployed as switch-
to-switch links between 16 Mbps Token Ring concentrator/switches.



Summary

The term Token Ring is generally used to refer to both IBM's Token Ring and | EEE 802.5 network
implementations. IBM originally developed the Token Ring network in the 1970s and it is still IBM’s primary
local-area network (LAN) technology. The related IEEE 802.5 specification is almost identical and completely
compatible with IBM’s Token Ring network implementations.

Token Ring networks do not suffer from collisions like Ethernet networks because only one host at any given time
can transmit across the wire. Collisions are possible only if Early Token Release is supported and implemented by
al Token Ring hosts.

Traditional Token Ring implementation supports either 4 Mbps or 16 Mbps in half-duplex mode. With the addition
of a Dedicated Token Ring (DTR) concentrator/switch, full-duplex operation is available, effectively doubling the
half-duplex bandwidth link speeds.

High-Speed Token Ring (HSTR) is officially known as 100 Mbps DTR, and is only supported in full-duplex mode,
with a concentrator/switch implemented. The |EEE standardized HSTR as 802.5t in 1998.

Traditional (half-duplex) Token Ring implementations use a beaconing process to determine network faults on the
ring. Dedicated (full-duplex) Token Ring implementations use a Heartbeat MAC between the C-port
(concentrator/switch port) and the LAN host to determine network health.

Traditional Token Ring implementations utilize an active monitoring station on the ring to monitor network health.
This active monitor station is elected by all hosts on the ring via the Claim Token election process. If more than
one host contends for active monitor status, the host with the highest MAC address wins, and all other hosts
become standby monitors.



High-Speed Token Ring network implementations do not use the active monitor process because each host ison a
point-to-point link with the concentrator/switch, and no token passing takes place.

Token Ring and |EEE 802.5 support two basic frame types: tokens and data/command frames. Tokens are 3 bytes
in length and consist of a start delimiter, an access control byte, and an end delimiter. Data/command frames vary
in size, depending on the size of the Information field where the data is carried. Data frames carry information for
upper-layer protocols, whereas command frames contain control information and have no data for upper-layer
protocols.

Chapter 7. FDDI

The American National Standards Institute (ANSI) introduced Fiber Distributed Data Interface (FDDI) LANsin
the mid-1980s as ANSI standard X3T9.5. FDDI LANSs operate in asimilar fashion to Token Ring LAN
Implementations.

FDDI LANSs are apopular choice for LAN backbones for the following reasons:

They operate at high speeds— Data is transmitted around a FDDI ring at 100 Mbps.

They are reliable— Servers, workstations, or other network devices can be connected to dual rings. After a
ring failure, a usable path on both rings is automatically available.

They support a large network diameter— Dual fiber-optic rings can have a network diameter of up to 100
kilometers (km) each.



Fiber-Optic Transmission Modes

In discussions of fiber-optic transmission, a mode is aray of light that enters the fiber-optic strand at a particular
angle. The FDDI standard defines two types of optical fiber: single-mode and multimode. Single-mode
transmissions generally use lasers, whereas multimode transmissions use light emitting diodes (LEDS) as the light-
generating device.

Multimode fiber (MMF) allows multiple modes, or rays, of light to propagate through the fiber-optic strand. These
modes of light enter the strand at different angles; consequently, they will arrive at the terminating end at different
times. This phenomenon is known as modal dispersion, which is the limitation of the bandwidth and distances
supportable by MMF. Because of these distance and bandwidth limitations, multimode fiber is usually
implemented for connectivity within a building or a campus environment.

Single-mode fiber (SMF) allows one mode of light to propagate through the fiber-optic strand. Modal dispersion is
not present with single-mode implementations because only a single mode of light is used. Because only a single
mode of light is used, SMF is capable of delivering higher performance connectivity over much larger distances.
This performance value iswhy SMF is generally used for connectivity between buildings and within environments
that are more geographically dispersed.

NOTE

FDDI implementations over copper wiring are standardized as Copper Distributed Data Interface (CDDI), and are
discussed in the next section, "EDDI Topology."




FDDI Topology

InaFDDI LAN, the hosts that can be the source or destination endpoints of data frames are referred to as stations.
A station has a MAC layer, one or more MAC addresses, and one or more FDDI ports. These stations attach to the
FDDI ring, or trunk, either directly or through a concentrator. Concentrators can be cascaded in a tree topology
supporting access to the trunk for multiple stations.

FDDI LANs operate like Token Ring LANSs in that they are made up of a series of point-to-point links that connect
a station to a station, a station to a concentrator, or a concentrator to a concentrator. FDDI specifies the use of fiber-
optic cabling for its infrastructure, but later copper specifications were introduced and are supported by the CDDI

specifications.

Figure 7-1 illustrates a FDDI LAN topology with both single attachment stations (SAS) and dual attachment
stations (DAYS). Also illustrated is the use of FDDI concentrators, used to connect multiple stations to the FDDI
LAN. To provide external access to awide-area network (WAN), arouter with dual attachment FDDI ports (ports
A and B) is attached to the FDDI ring. DAS offer a distinct advantage over SAS in that if the primary path fails,
the attached station will converge on the secondary path.

Figure 7-1. FDDI Topology
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Separate fibers are used in both transmit and receive directions, providing both an input and output point on each
FDDI station.

Dual Homing

Dual homing is a fault-tolerant technique used for critical network devices, such as mainframes, server farms, or
other organization-identified mission-critical devices. Dual homing provides additional redundancy to help



guarantee fault-tolerant operation. In a dual-homed topology, asillustrated in Figure 7-2, the critical deviceis
attached to two FDDI concentrators. The deployment of a DAS on a FDDI ring has a drawback: If the DAS loses
power, the FDDI ring is adversely impacted. This situation is avoidable if the DAS is equipped with an Optical
Bypass switch.

Figure 7-2. FDDI Dual Homing Topology
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Primary and Secondary Rings

The FDDI trunk consists of two rings, called adual ring. During normal operation, traffic flows on the primary
ring of the dual ring. The secondary ring is the backup ring if the primary ring fails. If primary ring failure occurs,
the systems that are adjacent to the break automatically reconfigure the ring path and create a new path that is a
combination of both the primary and secondary rings.



The total path length around the ring is limited to 200 km. It is this limitation that restricts the LAN circumference
of the dual ring to 100 km. If one of the rings fails, the dual ring becomes a single large ring, combining the
circumference distances of both the primary and secondary rings.

Although the FDDI standard does not dictate the maximum number of stations that can attach to a FDDI ring, the
standard does recommend a default maximum of 1000 port attachments, equating to 500 stations. (Each station has
two ports.)

NOTE

The maximum time it takes for a single bit to circle the maximum-length fiber ring that is loaded with the
maximum amount of stations is about 2 milliseconds (ms).

FDDI is made up of a primary and secondary ring, which are said to be counter-rotating. Traffic flow direction on
the secondary ring is in the opposite direction of the traffic flow on the primary ring. For example, if traffic on the
primary ring is flowing in a clockwise direction, the traffic flow on the secondary ring isflowing in a
counterclockwise direction.

Single Attachment Stations (SAS): The S Port

A port that is used for a single attachment connection to one of the FDDI ringsis called an S Port, illustrated in
Figure 7-3. Dataflows into the port on one line and out on the other line.

Figure 7-3. FDDI Single Attachment Station Ports
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The S Port is asingle-ring termination point on the FDDI station, with one receive line and one transmission line.
Figure 7-4 illustrates S Port station implementations. S Port stations are single attachment stations, in which no
ring redundancy is available to these stations if the ring that these stations are attached to fails.

Figure 7-4. FDDI Single Attachment Stations (SAS)
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Dual Attachment Stations (DAS): The A and B Ports



Figure 7-5 illustrates the ports of two stations that are attached to both the primary and secondary rings.

Figure 7-5. FDDI Dual Attachment Station Ports
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Dual attachment stations have two ports:

A Port— The receive line is attached to the primary ring, and the transmit line is attached to the secondary
ring. In short, primary means in and secondary means out.

B Port— The transmit line is attached to the primary ring and the receive line is attached to the secondary
ring. In short, secondary means in and primary means OLui.

Figure 7-6 illustrates a dual-trunk ring infrastructure in which all stations are dual attachment stations. The primary
ring enters each station on the A port and exits on the B port, whereas the secondary ring enters each station on the
B port and exits on the A port.

Figure 7-6. FDDI Dual-Trunk Ring
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FDDI concentrators are usually deployed to connect several single attachment stations to the dual FDDI rings.
These single attachment stations attach to the M-port on the concentrator, asillustrated in Figure 7-7.

Figure 7-7. FDDI Concentrator M Ports
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FDDI Ring Failure

When either the primary or secondary ring fails on a FDDI LAN, the stations adjacent to the failure wrap to form a
single larger ring, asillustrated in Figure 7-8.

Figure 7-8. FDDI Wrapped Ring (Around Failed Link)
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NOTE

As previously stated, the path length around the ring is limited to 200 km; therefore, the circumference of each ring
is limited to 100 km.



FDDI Media and Encoding

Originally, single-mode and multimode fiber optics were used for FDDI node-to-node implementations. Since
then, the introduction of a copper implementation brought about CDDI.

The data-encoding mechanism for FDDI is a scheme called 4B/5B. Data is transformed before it is sent to a FDDI
or CDDI link, with each byte broken down into two 4-bit nibbles. Each nibble is subsequently translated into a 5-
bit pattern, hence the name 4B/5B.

NOTE

This encoding was chosen because, at the time, protocols such as Ethernet and Token Ring used a clock that was
twice as fast as the bit rate, with the extra transitions used for Physical Layer timing (bit synchronization). It was
felt that a 200-megahertz (M Hz) clock for FDDI would make the components too expensive. Instead, the 4B/5B
scheme was devised: It maps each 4-bitsto 5, such that the 16-bit patterns used (4 bits worth out of the 32 possible
with 5 bits) would all contain sufficient transitions from O to 1 and 1 to O for timing purposes.

Extra 5-bit patterns are used, either alone or combined in pairs, as special control codes, such as the following:

Idle (11111)— The idle pattern is continuously sent between frames.
Start-of-stream delimiter (11000 10001)— T he start-of-stream delimiter introduces a new frame.
End-of-stream delimiter (01101 00111)— The end-of stream delimiter is sent at the end of aframe.



FDDI LAN Applications

FDDI LANs are often used for building or campus LAN backbones because of their high speed (100 Mbps) and
inherent support for fault-tolerant operation. FDDI LANs are ideal for high-bandwidth applications to the desktop,
such as multimedia or CAD/CAM.

FDDI LANs are being phased out and replaced with Gigabit, and soon 10-Gigabit, Ethernet LAN implementations.
FDDI LANSs currently support only 100 M bps operation.

Summary

Fiber Distributed Data Interface (FDDI) LANs were introduced in the mid-1980s by the American National
Standards I nstitute (ANSI) as ANSI standard X3T9.5 and operate in asimilar fashion to Token Ring LAN
implementations. Copper Distributed Data Interface (CDDI) LANs were introduced later and operate in the same
fashion as FDDI LANSs, with the notable exception that CDDI operates on copper rings rather than fiber-optic
rings.

FDDI is atechnology that is waning in its usefulness and deployment with the advent of Gigabit, and soon 10-
Gigabit, Ethernet.

FDDI LANSs operate like Token Ring LANSs in that they are made up of a series of point-to-point links that connect
a station to a station, a station to a concentrator, or a concentrator to a concentrator. FDDI specifies the use of fiber-
optic cabling for its infrastructure, but later copper specifications were introduced and are supported by the CDDI
specifications.



The FDDI trunk consists of two rings, also known as a dual ring. During normal operation, traffic flows on the
primary ring of the dual ring, with the secondary ring acting as the backup ring if the primary ring fails. The
implementation of single attachment stations (SAS) and dual attachment stations (DAYS) is the determining factor
regarding the availability of the fault tolerance.

SAS attach viathe S Port to either the primary or secondary ring of the dual trunk. The S Port of the SAS will
connect to the M Port of the FDDI concentrator. DAS attach via both the A and B Ports to both the primary and
secondary rings of the dual trunk. The A Port on one station will connect to the B Port of the next downstream
station on the link.

Unlike Token Ring, FDDI LANSs do not utilize an active monitor; rather, every FDDI station participates in ring
management and recovery using a station management (SMT) capability.

Any station on a FDDI LAN that detects a fault transmits a continuous stream of beacon frames to its downstream
neighbor. These beacon frames are used to recover from serious link faults, such as link failures, reconfigured
rings, or failed claim processes.

FDDI uses a4B/5B data-encoding mechanism. Data is transformed before it is sent onto a FDDI or CDDI link,
with each byte broken down into two 4-bit nibbles. Each nibble is subsequently translated into a 5-bit pattern.

The FDDI frame format is almost identical to the frame format used for Token Ring LAN implementations,
including the maximum frame length of 4500 bytes.

Chapter 8. Token Ring and FDDI LAN Documentation



Chapter 5, "Ethernet Network Review and Analysis," discussed the underlying technology for Token Ring and
FDDI LAN networks; this chapter discusses some recommendations and guidelines to follow when documenting
these networks.

Most networking discussions today include the topic of documentation at some point, whether the mention is a
statement advising that you should document your network assets or a statement advising that network
documentation is a good tool to have when troubleshooting a network issue. The challenge here is what network
information you should document and later review and analyze for potential network-related issues.

The theme to network documentation is that it should be both easy to complete and easy to understand. In an effort
to make the network documentation process easier to manage for Token Ring LAN implementations, templates
have been prepared and presented here for use. These templates are preceded by relevant console commands, a
case study, and a sample completed template serving as a guide.

NOTE

The templates presented here are also available electronically on the Cisco Press Web site
(www.ciscopress.com/1587050390).

Each template will be preceded by an introduction or case study with suggestions regarding template completion.
These templates are not all encompassing, nor are they designed to be. Rather, these templates are designed to help
the consultant, engineer, or anyone involved with a network gather the vital information pertaining to a network
and its related segments.



Because Token Ring and FDDI LAN topologies are similar (they are ring topologies defined by a token-passing
access method), both documentation templates will be presented here.

Case Study: Naming Conventions

A naming convention, or scheme, that is easy to use should be employed in any network for which you are
responsible. A naming convention should scale with the network as it grows. The purpose behind a naming
convention is to make network documentation easier to prepare and assist with network maintenance and
troubleshooting. For example, a network engineer new to the company’s operations would be able to easily
recognize the function and purpose of a device named HQ 7500Router WAN rather than the same device referred
to as Sprint Router.

A good naming convention to use would incorporate the geographic location of the device, using the following
design:

Geographic-location_Network-device | Division_Network-device

For example, a switch located at an organization’s corporate headquarters could be named in one of the following
fashions:

Chicago_Switch
HQ_ Switch

This reflects a network switch located at corporate headquarters, in this case located in Chicago, Illinois.

A network device, used for a particular division or building floor, could use the following scheme:



Chicago_Switch Marketing
HQ Switch IT
Dalas 5509 Floor4 (Dallas 5509 4thFloor)

The miscellaneous identifier gives flexibility in identifying the network device in question. This can be used for
any comment.

NOTE

Some would view such a descriptive naming convention as a security concern. Like so many things, there are
trade-offs involved: descriptive naming versus security. These trade-offs need to be addressed prior to a naming
convention. In some instances, the use of internal codes is used, satisfying both network management and security
concerns.

For example, NewY ork_Router |T_Backup clearly identifies where and what the network device in question is
(router in New Y ork), what the network segment is (IT), and what the device’s function is (backup).

A naming convention should be easy and comfortable to use, and a single naming convention cannot work with
every network. These are examples of what might be called a"generic" convention, but one that certainly is useful
and flexible. If you have a different scheme that works, then please continue to use it. The ideais that if someone
else looks at your network documentation, that person can easily determine the topology.

This same naming convention can be globally deployed and supported across the organization by the use of a
domain name server (DNS). By deploying the naming scheme across the domain with DNS, administration and



inventory are easier to manage. Troubleshooting is also facilitated in a more manageable fashion than without the
use of naming.

For example, the trace route command in Example 8-1 would not be much help to an engineer without the names
(unless the engineer was fortunate to know to which device each network address was assigned).

Example 8-1 trace route Command

1  Washi ngt onDC. MCl Rout er. Engi neeri ng [ 207. 69. 220. 81]
2 ci sco-f0-1-0. norva3. m ndspring. net [207.69.220. 65]
3 s10-0-1. vi ennal-cr 3. bbnpl anet. net [4.1.5.237]

4 p4- 2. vi ennal- nbr 2. bbnpl anet. net [4.0.1. 133]

5 p4- 0. washdc3- br 2. bbnpl anet . net [4.0. 1. 97]

6 p3- 0. washdc3- br 1. bbnpl anet . net [4. 24. 4. 145]

7 p2- 0. chcgi |l 1- br 2. bbnpl anet . net [4. 24. 6. 93]

8 p4- 0. chcgi |l 1- br 1. bbnpl anet . net [4.24.5. 225]

9 S0-4-1-0.chcgil 2-br 1. bbnpl anet . net [4.24.9. 69]
10 pl- 0. chcgil 2-cr11. bbnpl anet. net [4. 24. 6. 22]
11 p7- 1. pal oal t o- nbr 1. bbnpl anet . net [ 4. 24. 6. 98]
12 pl- 0. pal oal to-cr 1. bbnpl anet. net [4.0.6. 74]
13 h1l- 0. ci sco. bbnpl anet. net [4. 1. 142. 238]
14 pi gpen. ci sco.com [192. 31. 7. 9]
15 www. ci sco.com [ 198. 133. 219. 25]



Case Study: Simple Token Ring LAN

Figure 8-1 represents a Token Ring LAN and is used to complete the documentation template.

Figure 8-1. Token Ring Logical Topology

Table 8-1. Token Ring Documentation (Sample)

Organization: JeanneNet




LAN Segment Name: CorpHQ LAN Ring Number: 3
LAN Segment Description:
LAN Segment Location:
LAN Backbone Speed [4/16
. 16
Mbps]:
MAU Device [Vendor and _
Model]: Mgmt Address:
Number of Users: 10 Primary Network E-Mail, Intranet,
Apps: WWW
ID Host Name MAC Address |Network Address Description
A LocalUser 1 gg-00-86-50-7a- 10.124.173.25/24 |Workstation
LocalUser 2 88‘aa'00'62'°6' 10.124.173.26/24 \Workstation
Sales Server 10.124.173.27/24
LocalUser 3 10.124.173.10/24 File Server
LAN_Printer 10.124.173.242/24 Network Printer

Denver_Router

00-aa-84-51-a3-
07

10.124.173.2/24

WAN Router

IO Tm mooO




BX

BY

BZ

Notes: |

Table 8-2. Token Ring Documentation

Organization:

LAN Segment Name:

Ring Number:

LAN Segment Description:

LAN Segment Location:

LAN Backbone Speed [4/16 Mbps]:

MAU Device [Vendor and Model]:

Mgmt Address:

Number of Users:

Primary Network Apps:

ID

Host Name

MAC Address

Network Address

Description

o0 o>




Notes:




Case Study: Simple FDDI LAN

Figure 8-2 represents a FDDI LAN and will be used to complete the documentation template. Note the single
(SAS) and dual attachment stations (DAYS).

Figure 8-2. FDDI Logical Topology

Table 8-3. FDDI Documentation (Sample)




Organization:

JackieNet

LAN Segment Name: CorpHQ Ring Number: 5
LAN Segment Description:
LAN Segment Location:
LAN Backbone Speed [100
. 100
Mbps]:
MAU Device [Vendor and _
Model]: Mgmt Address:
Number of Users: 10 Primary Network Apps: E-Mail, Intranet,
WWW
ID Host Name MAC Address Network Address Description SAS/DAS
A LocalUser_1 gg:gg-86-5c- 10.124.173.25/24 Workstation SAS
B  LocalUser 2 gg_-gg-OO-GZ- 10.124.173.26/24 |Workstation SAS
C Sales Server DAS 10.124.173.27/24 DAS
D LocalUser_3 10.124.173.10/24 |File Server DAS
E LAN_Printer 10.124.173.242/24 Network Printer SAS
F  Denver_Router o841 110.124.173.2124  WAN Router DAS
G
H
I




Z2 DX«

BX

BY

BZ

Notes:

Table 8-4. FDDI Documentation

Organization:

LAN Segment Name:

Ring Number:

LAN Segment Description:

LAN Segment Location:

LAN Backbone Speed [100 Mbps]:

MAU Device [Vendor and Model]:

Mgmt Address:

Number of Users:

Primary Network Apps:




O

Host Name

MAC Address

Network Address

Description

SAS/DAS

0w VO TV OoOZZIr X"~ —IomNMMmMmoO o>

Notes:




Summary

This chapter discussed some recommendations and guidelines to follow when documenting Token Ring and FDDI
LAN networks.

The tables found in this chapter can be downloaded from www.ciscopress.com/1587050390 for your use.

Chapter 9. Token Ring and FDDI Network Review and
Analysis

After a Token Ring or Fiber Distributed Data Interface (FDDI) network has been documented, the next step isto
review the physical and logical topology for any performance-impacting issues.

NOTE

Token Ring and FDDI network review and analysis concepts are similar because they are both token passing,
which means they are deterministic network technologies. This means that it is possible to calculate the maximum
time that passes before a host is capable of transmitting, unlike contention-based networks, such as CSMA/CD
networks (Ethernet is one example).

The physical topology review ensures that the standards and practices for Token Ring (IEEE 802.5) and FDDI
(ANSI standard X3T9.5) networks, such as cable lengths, are followed.



The logical topology review looks at the "soft" side of the Token Ring network segment, analyzing traffic patterns,
network thresholds, and possible network issues, such as congestion.

This chapter examines the information provided by the Cisco router interface and the different types of errors that
can be found on a Token Ring or FDDI LAN segment, what these errors indicate, and what corrective action can
be required.

Token Ring LANs

As discussed in Chapter 5, "Ethernet Network Review and Analysis," token-passing networks (such as Token Ring
and FDDI) are deterministic. This feature and several reliability features make Token Ring networks ideal for
applications in which delay must be predictable and stable and network operation must be reliable.

The functionality of 4 megabits per second (Mbps) and 16 Mbps Token Ring LANs s identical, with the variable
difference being the operating speed of the ring segment and the default early token release with 16 Mbps
implementations.

Because Token Ring LANS use a token-passing—based system to control network access, it is a bit easier to predict
network operation and the effective throughput of a Token Ring LAN than it is to predict the network operation
and effective throughput of a contention-based LAN, such as Ethernet.

NOTE

Deterministic networks such as Token Ring and FDDI typically achieve 80 to 85 percent of wire speed as an
average sustained throughput—the rest being the somewhat higher overhead associated with these protocols. In
other words, throughput increases with load—up to wire speed minus overhead. With probabilistic (contention)



networks, such as Ethernet, throughput quickly drops with load, achieving atypical throughput of 40 to 45 percent
of wire speed.

Cisco Router Interface Commands
The router interface commands discussed here are as follows:

show interfacestokenring
show controllerstokenring
show bufferstokenring
show processes cpu

Each of these commands provides unique and useful information, that when combined presents a clear picture of
how the network segment is performing.

show interfaces tokenring

This command is entered from the privileged EXEC command interface on the Cisco router. It displays
information about the specified Token Ring interface.

The syntax for this command is as follows:

show i nterfaces tokenring nunber
show i nterfaces tokenring nunber accounting

show interfaces tokenring number



Following is an example of the output produced by this command, and Table 9-1 presents the field descriptions:

Rout er# show i nterfaces tokenring O

TokenRing O is up, line protocol is up
Hardware is 16/4 Token Ring, address is 5500.2000.dc27 (bia
0000. 3000. 072b)
| nternet address is 150.136.230. 203, subnet mask is 255.255.255.0
MIU 8136 bytes, BW 16000 Kbit, DLY 630 usec, rely 255/255, |oad
1/ 255
Encapsul ati on SNAP, | oopback not set, keepalive set (10 sec)
ARP type: SNAP, ARP Tineout 4:00:00
Ri ng speed: 16 Mops
Single ring node, Source Route Bridge capabl e
G oup Address: 0x00000000, Functional Address: 0x60840000
Last input 0:00:01, output 0:00:01, output hang never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate O bits/sec, 0 packets/sec
Five mnute output rate O bits/sec, 0 packets/sec
16339 packets input, 1496515 bytes, 0 no buffer
Recei ved 9895 broadcasts, O runts, 0 giants
O input errors, 0 CRC, O frane, O overrun, O ignored, O abort
32648 packets out put, 9738303 bytes, 0 underruns
O output errors, O collisions, 2 interface resets, O restarts
5 transitions



Table 9-1. show interfaces tokenring Field Description

Field Description

Token Ring is up | down Interface is either currently active and inserted into ring (up) or inactive and not
inserted (down).

On the Cisco 7xxx series, token ring gives the interface processor type, slot number,
and port number.

"Disabled" indicates the router has received more than 5,000 errors in a keepalive
interval, which is 10 seconds by default.

Token Ring is Reset A hardware error has occurred.

\Token Ring is Initializing \The hardware is up and in the process of inserting into the ring.

Token Ring is An administrator has taken down the hardware.

Administratively Down

Line protocol is {up | This indicates whether the software processes that handle the line protocol

down | administratively believe the interface is usable (that is, whether keepalives are successful).
down}

Hardware This indicates the hardware type. Hardware is Token Ring indicates that the board is a
CSC-R board.

Hardware is 16/4 Token Ring indicates that the board is a CSC-R16 board, whereas
the CSC-R card is a4 megabit (Mb) card.

The interface (MAC) address is a'so shown here.




Internet address

This lists the Internet address followed by the subnet mask.

MTU \This is the maximum transmission unit of the interface.

BW This represents the bandwidth of the interface in kilobits per second.
Note: The bandwidth command sets an informational-only parameter for higher-level
protocols. For example, IGRP uses this value in determining the metrics.

DLY This is the delay of the interface in microseconds.

rely This is the reliability of the interface as a fraction of 255 (255/255 is 100
percent reliability), calculated as an exponential average over 5 minutes.

load This is the load on the interface as a fraction of 255 (255/255 is completely

saturated), calculated as an exponential average over 5 minutes.

Encapsulation

This is an encapsulation method assigned to interface.

\Ioopback \This indicates whether loopback is set.

keepalive This indicates whether keepalives are set.

ARP type This is the type of Address Resolution Protocol assigned.
\Ring speed \This indicates the speed of Token Ring—4 or 16 Mbps.

{Single ring/multi-ring
node}

This indicates whether a node is enabled to collect and use source routing
information (RIF) for routable Token Ring protocols.

Group Address This represents the interface's group address, if any. The group address is a
multicast address; any number of interfaces on the ring can share the same
group address. Each interface can have at most one group address.

Last input This is the number of hours, minutes, and seconds since an interface

successfully received the last packet. This is useful for knowing when a dead
interface failed.




Last output

This indicates the number of hours, minutes, and seconds since the last
packet was successfully transmitted by an interface.

output hang

This is the number of hours, minutes, and seconds (or never) since the
interface was last reset because of a transmission that took too long. When
the number of hours in any of the "last" fields exceeds 24 hours, the number of
days and hours is printed. If that field overflows, asterisks are printed.

Last clearing

Thisisthe time at which the counters that measure cumulative statistics (such as
number of bytes transmitted and received) shown in this report were last reset to zero.
Note that variables that might affect routing (for example, load and reliability) are not
cleared when the counters are cleared.

Asterisks (***) indicate that the elapsed time is too large to be displayed.

0:00:00 indicates that the counters were cleared between 2*! and 2% milliseconds (ms)
agpo.

Output queue, drops

Input queue, drops

This indicates the number of packets in output and input queues. Each
number is followed by a slash, the maximum size of the queue, and the
number of packets dropped due to a full queue.

Five minute input rate,

Five minute output rate

Thisis the average number of bits and packets transmitted per second in the past 5
minutes.

The 5-minute input and output rates should be used only as an approximation of traffic
per second during a given 5-minute period. These rates are exponentially weighted
averages with atime constant of 5 minutes. A period of four time constants must pass
before the average is within 2 percent of the instantaneous rate of a uniform stream of
traffic over that period.




packets input

This is the total number of error-free packets received by the system.

bytes input This is the total number of bytes, including data and MAC encapsulation, in the
error-free packets received by the system.

no buffers This is the number of received packets that were discarded because the main
system had no buffer space. Compare this with ignored count. LAN broadcast
storms and bursts of noise on serial lines are often responsible for no input
buffer events.

broadcasts This is the total number of broadcast or multicast packets that the interface
receives.

runts This is the number of packets that are discarded because they are smaller
than the medium’s minimum packet size.

giants This is the number of packets that are discarded because they exceed the

medium’s maximum packet size.

Input errors

This is an indication that the interface received a bad packet, which could be
caused by CRC, frame, overrun, ignored, or abort errors.

CRC Thisis calculated from the data received.
On alocal-area network (LAN), this usually indicates noise or transmission problems
onthe LAN interface or the LAN bus. A high number of CRCsis usually the result of
astation that is transmitting bad data.

frame This is the number of packets received incorrectly that have a CRC error and a
non-integer number of octets.

overrun This is the number of times that the serial receiver hardware was unable to

hand received data to a hardware buffer because the input rate exceeded the
receiver’s ability to handle the data.




ignored

This indicates that the interface hardware ran low on internal buffers. These buffers
are different from the system buffers mentioned previously in the buffer description.

Broadcast storms and bursts of noise can cause the ignored count to be increased.

packets output

This is the total number of messages that the system transmits.

bytes output

This is the total number of bytes, including data and MAC encapsulation, that
are transmitted by the system.

underruns

This is the number of times that the far-end transmitter has been running
faster than the near-end router’s receiver can handle. This might never be
reported on some interfaces.

output errors

Thisisthe sum of all errors that prevented the final transmission of datagrams out of
the interface from being examined.

Note that this might not balance with the sum of the enumerated output errors. Some
datagrams might have more than one error, and others might have errors that do not
fall into any of the specifically tabulated categories.

collisions

Because a Token Ring cannot have collisions, this statistic is nonzero only if an
unusual event occurs when the system software queues or de-queues frames.

Collisions might be present if early token release is implemented in the LAN
environment.

interface resets

This can be reset by the administrator or automatically when an internal error
occurs.

Restarts

This should always be zero for Token Ring interfaces.

\transitions

\This is the number of times that the ring made a transition from up to down, or




interface.

vice versa. A large number of transitions indicate a problem with the ring or the

Y ou can obtain some important "early warning" information by the output displayed from the show interfaces
tokenring number command.

The following output is used to demonstrate these early warning signs of potential network issues.

TokenRing O is up, line protocol is up
Hardware is 16/4 Token Ring, address is 5500.2000.dc27 (bia
0000. 3000. 072b)
| nternet address is 150.136.230. 203, subnet mask is 255.255.255.0
MIU 8136 bytes, BW 16000 Kbit, DLY 630 usec, rely 255/255, |oad
1/ 255
Encapsul ati on SNAP, | oopback not set, keepalive set (10 sec)
ARP type: SNAP, ARP Tinmeout 4:00:00
Ri ng speed: 16 Mops
Single ring node, Source Route Bridge capabl e
Group Address: 0x00000000, Functional Address: 0x60840000
Last input 0:00:01, output 0:00:01, output hang never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate O bits/sec, 0 packets/sec
Five mnute output rate O bits/sec, 0 packets/sec
16339 packets input, 1496515 bytes, 0 no buffer
Recei ved 9895 broadcasts, O runts, 0 giants



1425 input errors, 21564 CRC, O frane, O overrun, O ignored, O
abort
32648 packets out put, 9738303 bytes, 0 underruns
O output errors, O collisions, 2 interface resets, O restarts
5 transitions

CRC Errors

No segments should have more than one CRC error per million bytes of data, or 0.0001% CRC errors on each
segment.

This can be represented by the following formula:

(CRCs / total bytes) x 100 < 0.0001%

In this example, the total amount of datais 11234818 bytes [Input Bytes (1496515) + Output Bytes (9738303) =
Total Bytes = (11234818)]. The total number of CRCs as indicated by the following output is 21564.

16339 packets input, 1496515 bytes, 0 no buffer
Recei ved 9895 broadcasts, O runts, O giants
1425 input errors, 21564 CRC, O franme, O overrun, O ignored, O
abort
32648 packets output, 9738303 bytes, 0 underruns



Using the previous formula (CRCs/ total bytes) x 100), you can determine the following:

(21564/11234814) x 100 = 0.19%

This is an unacceptable amount of CRC errors because the total (0.19 percent) is greater than 0.0001 percent of
CRCs. An acceptable threshold would be 11 CRC errors (11234814 x 0.0001 percent = 11.23).

A high number of CRC errorsis usually an indication of excessive noise. In this case, the following actions should
be taken:

1. Check cables to determine whether any are damaged.

2. Look for badly spliced taps that cause reflections.

3. Verify NIC connections, and, if necessary, use a network analyzer to determine the source of the bad data. A
high number of CRCs can be the result of a station that is transmitting bad data.

Token Ring Soft Errors

On a Token Ring segment, less than 0.1 percent of the packets should be soft errors that are not related to ring
insertion.

Token Ring soft errors are faults that cause corruption of the data, but do not prevent frames and tokens from
circulating around the ring.



Token Ring hard errors are faults that prevent tokens or frames from circulating around the ring; usually these are
hardware-related errors, such as a faulty network interface card (NIC).

To display information about memory management, error counters, and the CSC-R, CSC-1R, CSC-2R, C2CTR,
and CSC-R16 (or CSC-R16M) Token Ring interface cards or Cisco Token Ring Interface Processor (TRIP), in the
case of the Cisco 7xxx series, use the show controllerstokenring privileged EXEC command. Depending on the
board being used, the output can vary. This command also displays information that is proprietary to Cisco
Systems.

Following is sample output from a Cisco 7xxx Series router:

Rout er #show control | ers tokenring

Tokenring4/0: state admnistratively down
current address: 0000. 3040. 8b4a, burned in address: 0000.3040. 8b4a
Last Ring Status: none
Stats: soft: 0/0, hard: 0/0, sig loss: 0/0
tx beacon: 0/0, wire fault 0/0, recovery: 0/0
only station: 0/0, renote renoval: 0/0
Monitor state: (active), chip f/w *000000........ ', [bridge capabl e]
ri ng node: 0"
I nternal functional: 00000000 (00000000), group: 00000000
(00000000)
i nternal addrs: SRB: 0000, ARB: 0000, EXB 0000, MFB: 0000

Rev: 0000, Adapter: 0000, Parns 0000
M cr ocode counters:



MAC gi ants 0/0, MAC ignored 0/0
| nput runts 0/0, giants 0/0, overrun 0/0
| nput ignored 0/0, parity 0/0, RFED 0/0
| nput REDI 0/0, null rcp 0/0, recovered rcp 0/0
| nput inplicit abort 0/0, explicit abort 0/0
Qut put underrun 0/0, tx parity 0/0, null tcp 0/0
Qut put SFED 0/0, SEDI 0/0, abort 0/0
Qut put Fal se Token 0/0, PTT Expired 0/0
I nternal controller counts:
line errors: 0/0, internal errors: 0/0
burst errors: 0/0, ari/fci errors: 0/0
abort errors: 0/0, lost frane: 0/0
copy errors: 0/0, rcvr congestion: 0/0
token errors: 0/0, frequency errors: 0/0
Internal controller sm state:

Adapter NAC 0000. 0000. 0000, Physical drop: 00000000
NAUN Addr ess: 0000. 0000. 0000, NAUN dr op: 00000000
Last source: 0000. 0000. 0000, Last poll:
0000. 0000. 0000

Last MVI D: 0000, Last attn code: 0000
Txmt priority: 0000, Aut h d ass: 0000
Moni tor Error: 0000, | nterface Errors: 0000
Correl at or: 0000, Soft Error Tinmer: 0000
Local R ng: 0000, Ri ng Status: 0000

Beacon rcv type: 0000, Beacon txmt type: 0000



Beacon type: 0000, Beacon NAUN:

0000. 0000. 0000
Beacon drop: 00000000, Reser ved: 0000
Reserved2: 0000

The soft error counter is available in the first segment of the show controller s token output, as demonstrated here:

Last Ring Status: none
Stats: soft: 0/0, hard: 0/0, sig loss: 0/0
tx beacon: 0/0, wire fault 0/0, recovery: 0/0
only station: 0/0, renote renoval: 0/0

Soft Errors

Soft errors allow the ring-recovery protocols to restore normal token operation, but they cause performance
degradation due to a disruption in the network operation. Soft errors include the following:

Line errors

Lost frames

L ost tokens

L ost active monitor
Corrupted tokens



Circulation of priority tokens or frames
Frame delimiter errors

Multiple monitors on the ring

List delimiters

Wiring issues (loose or faulty)

Line noise or jitter

Soft errors are of four types:

Type 1— These require no ring recovery function to be executed.

Type 2— These require the ring-purge process to be executed.

Type 3— These require the monitor contention and ring-purge processes to be executed.

Type 4— These require the beacon, monitor contention, and ring-purge functions to be executed.

The upper-layer protocols perform the detection and recovery of lost frames caused by soft error conditions.
Output Queue Drops

On a Cisco router, the number of output queue drops should not exceed 100 an hour.

Y ou can collect this information in two ways:

Clear the counters and observe the values after an hour.
M ake note of the current count and make another observation after an hour.

No formula exists to determine this number as the output. The show interfaces tokenring number provides this
information, as the following demonstrates.



Last input 0:00:01, output 0:00:01, output hang never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 0 bits/sec, 0 packets/sec
Five mnute output rate O bits/sec, 0 packets/sec

Output queue drops are registered if the interface is not able to clear up the queue as fast as the router is sending
them.

NOTE

The IOS 10.0 and higher code has two output processes; in the 9.1 (9.14) and lower code, only one output process
exists.

Drops indicate that the router is overpowering the interface. On a LAN, thiswould likely be a busy or congested
LAN segment, preventing frames from getting out on the wire. These frames usually carry data packets that would
be mainly processed-switched in the router, like routing updates, Novell SAPs, access list control, and helpers.

NOTE

If alarge number of SAPs need to be sent out, the output process is busy just sending SAPs. This can result in poor
performance of other applications running on the router.



The output queue can be modified using the interface configuration subcommand hold-queue xx out, where xx isa
numeric value. The default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e

Passwor d:

Rout er#: config t

Rout er (config)#interface ton [Where n is the Token R ng interface
nunber ]

Rout er (confi g-if) #hol d- queue xx out

Input Queue Drops
On a Cisco router, the number of input queue drops should not exceed 50 in any hour.

No formulais available to determine this number. The output from the show interfaces tokenring number
provides this information, as the following code demonstrates.

Last input 0:00:01, output 0:00:01, output hang never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate O bits/sec, 0 packets/sec
Five mnute output rate O bits/sec, 0 packets/sec



Input queue drops are registered if the incoming frame rate is faster than the outgoing frame rate; when this
happens, the queue is filled up. Incoming data from an interface gets into the input queue for further processing.
Looking at a Token Ring interface, datais coming from the Token Ring segment, not going out to it. After the
gueue is full, all the subsequent incoming frames are dropped.

Drops indicate that the interface is overpowering the router. On a LAN, this would likely by a busy or congested
LAN segment. Most likely, frames are being flooded onto the wire into the router’s interface.

The input queue can be modified using the interface subcommand hold-queue xx in, where xx is a numeric value.
The default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e

Passwor d:

Rout er#: config t

Rout er (config)#interface ton [Where n is the Token R ng interface
nunber ]

Rout er (confi g-if)#hol d- queue xx in

Ignored Packets

On a Cisco router, the number of ignored packets on any interface should not exceed more than (approximately) 10
inan hour.

No formulais available to determine this number. The output from the show inter faces tokenring number clearly
provides this information, as the following code demonstrates:



16339 packets input, 1496515 bytes, 0 no buffer
Recei ved 9895 broadcasts, O runts, 0 giants
1425 input errors, 21564 CRC, O frane, O overrun, O ignored, O
abort
32648 packets out put, 9738303 bytes, 0 underruns
O output errors, O collisions, 2 interface resets, 0O restarts

Ignores are caused when the Token Ring interface cannot place a packet into an incoming hardware buffer pool. In
this case, the router does not have enough hardware buffers to accept a packet.

If the ignores are due to bursty traffic, nothing can be done for the ignore issue in the configuration. If thisis
normal behavior on the network segment, consider upgrading to a more powerful router, such as a Cisco 7xxx
Series.

If upgrading is not an option, open a case with the Cisco TAC
(http://www.cisco.com/kobayashi/support/tac/home.shtml) to have the issue further eval uated.

show interfaces tokenring number accounting

Y ou enter this command from the privileged EXEC command interface on the Cisco router. The command
displays information about protocol distribution with regard to the specified Token Ring interface.

The syntax for this command is as follows:



show i nterfaces tokenring nunber accounting

accounting is an optional parameter that displays the number of packets and characters of each protocol type that
has been sent through the interface, as shown next:

Rout er #show i nterfaces tokenring 0O accounti ng

TokenRing O

Pr ot ocol Pkts In Chars In Pkts Qut Chars Cut

| P 7344 4787842 1803

1535774

Appl eTal k 33345 4797459 12781 1089695

DEC MOP 0 0 127 9779
ARP 7 420 39 2340

To determine the protocol distribution percentage, divide the packets (input, output, or total) for the protocol in
guestion by the same parameter from the show interfaces port number output. For example, examine the
distribution for IP traffic using the previous output from show interfaces tokenring 0 accounting, combined with
the earlier output from a show interfaces tokenring 0, shown here:

16339 packets input, 1496515 bytes, 0 no buffer
Recei ved 9895 broadcasts, O runts, 0 giants
1425 input errors, 21564 CRC, O frane, O overrun, O ignored, O
abort
32648 packets out put, 9738303 bytes, 0 underruns



O output errors, O collisions, 2 interface resets, O restarts

Input Distribution Percentage

Y ou can determine the percentage of incoming IP packets by using the following formula:

(P['{'.It{}{l{]] INPUT“FT{HHIINPUT) » 100 = Protocol DISTRIBUTION G

Therefore, (7344/16339) x 100 = 44.9 percent. 44.9 percent of the total traffic input into this interface is IP traffic.
Output Distribution Percentage

Y ou can determine the percentage of outgoing | P packets by using the following formula:

(Pr{]t{}CD]DUTPUTrTDtHIDUTPUT) * 100 = Pr{]t{}CUID]STR]BUT|DN G

Therefore, (1803/32648) x 100 = 5.52 percent. 5.52 percent of the total traffic output from this interfaceis IP
traffic.

Total Distribution Percentage



Y ou can determine the percentage of total |P packets by using the following formula:

{P["['.'[UC{ZI]HPUT.‘_DL'TPUT!T{I[HI] NPUT+ULTF"UT:I % 100 = P"”[“UDID[F'.'I‘RIBLFIIDN%

Therefore, (9147/48987) x 100 = 18.7 percent. 18.7 percent of the total traffic input to and output from this
interface is I P traffic.

Buffer Misses
On any Cisco router, the number of buffer misses should not be more than (approximately) 25 in a given hour.

No formulais available to determine the number of misses. The output from the show buffersinterface provides
this information, as the following code demonstrates:

Buf fer el enents:
250 in free list (250 max al |l owed)
10816 hits, O m sses, O created

Smal | buffers, 104 bytes (total 120, pernmanent 120):
120 in free list (0O mn, 250 max all owed)
26665 hits, 0 msses, O trins, O created

M ddl e buffers, 600 bytes (total 90, permanent 90):
90 in free list (0O mn, 200 max al | owed)
5468 hits, 0 msses, O trins, O created

Big buffers, 1524 bytes (total 90, permanent 90):



90 in free list (0 mn, 300 max al | owed)
1447 hits, O msses, O trins, O created
Large buffers, 5024 bytes (total 0, pernmanent 0):
Oinfreelist (0O mn, 100 max all owed)

O hits, O msses, O trins, O created

Huge buffers, 12024 bytes (total 0, pernanent 0):
Oinfree list (0 mn, 30 nmax all owed)
O hits, O msses, O trins, O created

O failures (0 no nenory)

Although the number of buffer missesin an hour should not exceed 25, as arule, misses are okay as long as
"failures" shown at the bottom of the show buffersdisplay is not incrementing.

A buffer miss identifies the number of times a buffer has been requested but there were no more buffers available
inthe freelist. A buffer failure identifies the number of failures to grant a buffer to a requester under interrupt time
(the router can create new buffers at process switching level; consequently, there is no failure unless there is no
memory). The number of "failures" represents the number of packets that have been dropped due to buffer
shortage.

Sometimes the corrective action here is adding router memory, and other times the corrective action might be more
extensive, such as tuning the buffer parameters. Before performing any type of buffer tuning action, open a case
with the Cisco TAC to have the issue further evaluated.

show processes CPU



The show pr ocesses cpu command displays information about the active processes in the router and their
corresponding CPU utilization statistics. Following is an example of the output. Keep in mind that thisis not a
complete list, and the processes that are running vary for each system:

CPU utilization for five seconds:

5%
PID Runtine (ns)
1 384
2 2752
3 318592
4 4
Manager
5 6472
6 10892
7 67388
Pr ot ocol
8 145520
Backgr ound
9 3356
Server
10 32
Backgr ound
11 42256

Jobs

| nvoked

32789
1179
5273

1

6568
9461
53244
166455
1568
5469

163623

uSecs

11
2334
60419
4000
985
1151
1265
874
2140
5

258

oo lNoNe)

o

5Sec

. 00%
. 13%
. 00%
. 00%

. 00%

0. 00%
0.16%

. 40%

. 08%

. 00%

. 16%

OoOor O

o

IM n

. 00%
. 06%
. 15%
. 00%

. 00%

0. 00%
0. 04%

. 29%

. 00%

. 00%

. 02%

8% 4% one m nut e:

oNoNoNe)

o

6% five m nutes:

5M n TTY Process

. 00%
. 29%
. 17%
. 00%

. 00%

0. 00%
0.02%

. 29%

. 00%

. 00%

. 00%

0 Load Meter
0 Exec

0 Check heaps
0 Pool

0 ARP I nput
O IP I nput

0 CDP

OIP

0 BOOTP

0 Net

0 Per- Second



12 189936

Peri odi c

13 3248

14 168
| oad avgs

15 152408
Jobs

16 0
| nput

17 6352
Tr ee

18 4
Moni t or

19 7696
Backgr ound

20 18484

21 2824

22 520

23 0

24 8

163623

6351
32790

2731

2
163952
2

2745
330791
9266
2771

1
6

1160

511

55806
0

38
2000
2803
55
304
187

0
1333

o

cNoloNoNo)

. 00%

. 00%
. 00%

. 98%
. 00%
. 00%
. 00%
. 16%
. 00%
. 00%
. 00%

. 00%
. 00%

Table 9-2 describes the fields in the show processes cpu outpuit.

o

cNoloNoNo)

. 04%

. 00%
. 00%

. 12%
. 00%
. 00%
. 00%
. 01%
. 00%
. 00%
. 03%

. 00%
. 02%

o

cNoloNoNo)
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Table 9-2. show processes cpu Field Description
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Field

Description

CPU utilization for
five seconds

This indicates the CPU utilization for the past five seconds. The first number
indicates the total, and the second number indicates the percentage of CPU time
spent at the interrupt level.

one minute This indicates the CPU utilization for the past minute.

five minutes This indicates the CPU utilization for the past five minutes.

\PID \This indicates the process ID.

Runtime (ms) This indicates the CPU time that the process has used, expressed in milliseconds.
\Invoked \This indicates the number of times that the process has been invoked.
uSecs This indicates microseconds of CPU time for each process invocation.
\SSec \This indicates CPU utilization by task in the past five seconds.

1Min This indicates CPU utilization by task in the past minute.

5Min This indicates CPU utilization by task in the past five minutes.

\TTY \This indicates the terminal that controls the process.

Process This indicates the name of the process.

CPU Utilization

On any Cisco router, the 5-minute CPU utilization rate should be under 75 percent.

No formulais available to determine 5-minute CPU utilization rate. The output from the show pr ocesses cpu
provides this information, as the following demonstrates:




CPU utilization for five seconds: 8% 4% one mnute: 6% five m nutes:
5%

If the CPU utilization is continually greater than 75 percent, it might be worthwhile to consider a router upgrade or
adivision of the traffic between multiple routers. Prior to making these changes, get an assessment of what is
causing the CPU load because it might be a particular protocol or other process. The output from the show
processes cpu command lists all active processes on the router, and the load that each process is placing on the
CPU. If the router is not that busy, then what might be seen are some abnormalities in the network (broadcast
storms, flapping routes).

Token Ring Network Analysis

Before beginning raw data analysis, review the formulae that are used to determine thresholds and measurements
for 4 Mbps and 16 Mbps Token Ring LANS.

Token Ring Bit Times [Propagation Delay]

The bit duration for 4 Mbps Token Ring is /4000000, or 2.5 x 10" seconds. For 16 Mbps Token Ring networks,
the bit duration is 1/16000000, or 6.25 x 10°® seconds. As derived from the speed of light, the time it takes for
electrons to traverse 1,000 feet of cable is 1.64 x 10°® seconds. The propagation delay of a cable segment can be
converted into bit times by using the following formula:

(Electron Speed)/(Token Ring Bit Time) = Propagation Delay (measured in bit times)

For 4 Mbps Token Ring LANs with 1,000 feet of cable, the propagation delay can be determined as follows:



(1.64 % 109)/(2.5 x 107) = 6.56 bit times

For 16 Mbps Token Ring LANs with 1000 feet of cable, the propagation delay can be determined as follows:

(1.64 % 10°9)/(6.25 x 107%) = 26.24 bit times

NOTE

The speed of light in avacuum, which is without impedance, is 186,000 miles per second. The speed of electrons
across twisted-pair cable has been proven to be 62 percent of the speed of light. Therefore, electrons travel
approximately 115,320 miles per second (62 percent of 186,000 miles per second).

With 5,280 feet in a mile, the speed of electrons is equivalent to 608,889,600 feet per second (115,320 miles per
second x 5,280 feet per mile), or approximately 609 feet per microsecond. It would take 1.64 x 10° seconds for an
electron to travel 1,000 feet of cable (1000/09 x 10°).

Token Ring Network Performance

To approximately model and predict the performance of a Token Ring LAN, you need to account for certain
variables:



Number of hosts on the LAN segment
Total cabling length
Data frame size

Following is the process used to determine the effective operating throughput of a4 Mbps Token Ring LAN. These
formulae do not include protocol overhead from upper-layer protocols because these are considered part of the data
payload in the Token Ring frame.

Token Ring Propagation Delay Equation

Given a Token Ring LAN with N hosts, afree token circulates around the ring an average of N/2 hosts until it is
seized and turned into a start-of-frame delimiter.

Each host adds a 2.5 bit-time delay to examine the token. A bit time on a4 Mbps Token Ring LAN equates to 2.5 x
10" seconds; therefore, each host introduces adelay of (2.5) x (2.5 x 10°7), or 6.25 x 10 seconds.

A token consists of three bytes (24 bits), requiring 60 x 10" seconds for the token to be placed onto the ring, as
follows:

[(24) % (2.5 x 107" seconds/bit) = 60 x 107/ seconds]

The time it takes for the token to be placed onto the ring and to circulate half the ring until it is seized by another
host is the sum of the product of the steps. The time it takes is the result of the following equation:

[(N/2 % (6.25 x 107)) + (60 x 1071)]



After the token has been seized and converted into a start-of-frame delimiter, on the average it travels N/2 hosts to
its intended destination. A frame that contains 64 bytes of application data is in actuality 85 bytes because 21 bytes
are Token Ring protocol-related overhead. The time necessary to place the frame onto the ring is then represented
by the following formula:

[(85 bytes) x (8 bits/byte) % (2.5 x 1077 seconds/bit) = 1.7 x 10 seconds

If the Token Ring network contains N hosts, the frame must pass through an average of N/2 hosts to reach its
intended destination. The time required for the frame to be placed onto and circulate half the ring can be derived
from the following:

[(1.7 % 107 + (N/2 x (6.25 x 1077 seconds))]

The total token and frame time then becomes the following:

[(N/2 % (6.25 3 1077)) + (60 % 1077) + (N/2 % (6.25 3 1077)) + (1.7 % 107 seconds))

or



[(N) % (6.25 % 1077)) + (60 % 1077y + (1.7 x 10 seconds)]

After the data frame has reached its intended destination, it must circulate through another (on average) N/2 hosts
to return to the originating host, which then removes the frame from the network. When this occurs, the originating
station then generates a new token onto the network. The time it takes for the frame to circulate through half of the
network is then represented as [(N/2) (6.25 x 10 seconds)]. This time is then added to the time determined from
the previous step, deriving the following:

[(N % (9.375 x 1077)) + (60 x 1077) + (1.7 x 107 seconds)]

To consider the effect of propagation delay time as tokens and frames flow in the network cabling, you must also
consider the sum of the ring length and twice the sum of all the lobe distances. Y ou must double the lobe distances
because the tokens flow to and from each host on the lobe. Given that C is the cable length (in thousands of feet),
the time (in seconds) that it takes to travel across the ring is derived from the following:

[(Nx (9375 % 107D+ (60x 107y + (1.7 x 107H + ((1.64 x 10°) x O)]

or

[(N % (9.375 % 1077)) + (1.76 X 10°%) + ((1.64 x 10%) x C)]



where N = the number of hosts and C = cable length (measured in thousands of feet).
Token Ring LAN Effective Throughput

To demonstrate how the previous equation can be applied, assume a4 Mbps Token Ring LAN with 80 hosts and
5,000 total feet of cabling, where N = 80 and C = 5. Therefore, [(80 x (9.375 x 107)) + (1.76 x 10 + ((1.64 x 10°)
x 5)] = 0.00259, or 2.59 x 10" seconds.

In one second (1/(2.59 x 10 seconds) = 3861), 3,861 information frames (64 bytes each) can move around the
network.

The effective operating throughput of this Token Ring LAN can be measured as follows:

(3861 x (64 bytes x (8 bits/byte)) = 1.98 Mbps

It is a safe assumption that the frame rate on a Token Ring LAN is larger than 64 bytes. In these instances, the
formulae are processed as follows, first determining the time it takes to place the frame onto the wire, and then
determining the effective operating throughput of the Token Ring LAN:

((Frame size in bytes) x (8 bits/byte) x (2.5 x 107’ seconds/bit)

NOTE



The maximum transmission unit (MTU) of the interface derives the frame size. The MTU can be found by
reviewing the output from the show interfaces tokenring number command in the privileged EXEC mode.

Using the example of 3,000 data bytes in a frame, plus the additional 21 bytes due to Token Ring protocol
overhead, the following is derived:

((3021) % (8) % (2.5 x 1077)) = 60.42 x 107* seconds

Furthering the example, assume 80 hosts and 4,000 feet of cabling:

[(80 % (9.375 % 1077)) + (60.42 5 10°%) + ((1.64 x 10%) x 4)] = 3946723 bps. or 3.95
Mbps effective operating throughput

A Microsoft Excel spreadsheet is provided on www.ciscopress.com/1587050390, so that the variables N (Number

of hosts), C (Cable length in thousands of feet), and Frame Length can be adjusted to model a specific Token Ring
LAN environment.

Token Ring Performance Model
To determine the bit time on a Token Ring LAN, divide 1 by the total bandwidth on the ring. Therefore, the bit

time for a4 Mbps Token Ring LAN is 1/4000000, or 2.5 x 10”". The bit time for a 16 Mbps Token Ring LAN is
1/16,000,000, or 6.25 x 10°®,



As stated previously, each host adds a delay of 2.5 bit times. Given that B+ is the bit time as determined by the ring
speed, and By is the bit time delay for each host, the following can be derived:

BhostpeELAY = (2.9 X Bryyp)

The next step in the process is determining the amount of time it takes to place a token (24 bits) onto the ring.
Therefore:

TOKENgNGPLACE = (24 X BypE)

First determine the amount of time to place atoken on the ring and circulate the token around (on average) half the
ring (N/2, where N is the number of hosts on the ring), represented as TOKENg ow=((N/2) X BxosrtpeLay)
TOKENRnGrLAce. Then you can determine how long it takes a data frame to circulate (on average) half the ring:

IRAME| IME = ”IZ'.KPL.\"IE]_E._?\(”'H} + 2] ] * {H = B']]M_j.:]. "n'r'hﬂr{.",' I:R'AMELI-.N{'ETH iﬁ
measured in bytes

Given on average that a Token Ring frame must circulate through half the ring to reach its intended destination, the
time it takes (FRAMErraveL) Can be represented as follows:

I'-RA["I'JIE'['H_.\\,-'H[_ =((MNF2 |4 BH{ STHELAY 1)+ FEAME TIME: where I'RAP‘I'JII_':'[]HI”.: 15
measured in seconds



Given the amount of time it takes for a frame to circulate around half the ring, the next step is to determine the
propagation delay of the network. Propagation delay is directly relational to the length of the network cabling (C,
in thousands of feet):

TIME¢ ;g = ((C) % (1.64 % 10)), where C is measured in thousands of feet

The frame rate of the Token Ring LAN segment can then be computed as follows:

Frames per second = (1/TIMEqpar. + TIMEc AL E)

where TIM EtoraL Is derived from the followi ng: [((FRAM ETRAVEL) + (FRAM ETRAVEL) + (N/Z)) X (BHOSTDELAY)]s
where N is the number of hosts on the Token Ring LAN segment.

Conseguently, you can determine the effective throughput by multiplying the frames per second by the number of
bits per frame (bytes multiplied by 8):

Effective Throughput = Frames per second x (Bytes per frame x 8 bits/byte)



The Token Ring Performance model is available as a Microsoft Excel spreadsheet on
WWW.ciscopress.com/1587050390, where the variables N (Number of hosts), C (Cable length in thousands of feet),
and Frame Length can be adjusted to model both 4 Mbps and 16 Mbps Token Ring LAN environments.

Token Ring Fault Management

Token Ring networks employ several mechanisms for detecting and compensating for network faults. For example,
one station in the Token Ring network is selected to be the active monitor. This station, potentially any station on
the LAN, acts as a centralized source of timing information for other ring stations and performs a variety of ring
maintenance functions. One of these functions is the removal of continuously circulating frames from the ring.
When a sending device fails, its frame might continue to circle the ring. This can prevent other stations from
transmitting their own frames and essentially lock up the network. The active monitor can detect such frames,
remove them from the ring, and generate a new token.

IBM’s Token Ring network star topology contributes to overall network reliability. Because active multistation
access units (MAUSs) see all information in a Token Ring network, these devices can be programmed to check for
problems and selectively remove "trouble" stations from the ring.

A Token Ring algorithm called beaconing detects and attempts to repair certain network faults. When a station
detects a serious fault with the network (such as a cable break), it sends a beacon frame, defining a failure domain.
This beacon frame includes the station that is reporting the failure, its nearest active upstream neighbor (NAUN),
and everything in between. Beaconing initiates a process called autoreconfiguration, in which nodes within the
failure domain automatically perform diagnostics in an attempt to reconfigure the network around the failed areas.
Physically, the MAU can accomplish this through electrical reconfiguration, bypassing the MAU port identified as
the source of the "fault."



FDDI LANs

As discussed in Chapter 6, "Token Ring/|EEE 802.5," token-passing networks (such as Token Ring and FDDI) are
deterministic. This means that it is possible to calculate the maximum time that passes before a host is capable of
transmitting, unlike CSMA/CD (contention-based) networks, such as Ethernet. The high bandwidth relative to
Token Ring LANS, the deterministic feature, and several reliability features make FDDI networks ideal for
applications in which delay must be predictable and network operation must be high speed, stable, and reliable.

Because FDDI LANS use a token-passing—based system to control network access, it is a bit easier to predict
network operation and the effective throughput of a FDDI LAN than it is to predict the network operation and
effective throughput of a CSMA/CD-based LAN, such as Ethernet.

Cisco Router Interface Commands
The router interface commands discussed here include the following:

show interfaces fddi
show buffer s fddi
show processes cpu

Each of these commands provides unique and useful information, that when combined, presents a clear picture of
how the network segment is performing.

show interfaces FDDI

When you enter this command from the privileged EXEC command interface on the Cisco router, it will display
information about the specified Token Ring interface.



The syntax for this command is as follows:

show i nterfaces fddi nunber
show i nterfaces fddi nunber accounting

show interfaces fddi number

Following is an example of the output produced by this command that is detailed in Table 9-3:

Router# show interfaces fddi O

Fddi O is up, line protocol is up

Hardware is cBus Fddi, address is 0000.0c06.8de8 (bia 0000.0c06. 8de8)

| nternet address is 131.108.33.9, subnet mask is 255.255.255.0

MIU 4470 bytes, BW 100000 Kbit, DLY 100 usec, rely 255/255, |oad
1/ 255

Encapsul ati on SNAP, | oopback not set, keepalive not set

ARP type: SNAP, ARP Ti neout 4:00:00

Phy-A state is active, neighbor is B, cnt signal bits 008/ 20C, status
| LS

Phy-B state is connect, neighbor is unk, cnt signal bits 20C/ 000,
status Q.S

ECMis insert, CFMis ¢c wap a, RMI is ring_op

t oken rotation 5000 usec, ring operational 1d01

Upst ream nei ghbor 0000. 0c06. 8b7d, downstream nei ghbor 0000. 0c06. 8b7d

Last input 0:00:08, output 0:00:08, output hang never



Last clearing of "show interface" counters never

Qut put queue 0/40, O drops; input queue 0/75, O drops

Five mnute input rate 5000 bits/sec, 1 packets/sec

Five mnute output rate 76000 bits/sec, 51 packets/sec
852914 packets input, 205752094 bytes, 0 no buffer
Recei ved 126752 broadcasts, O runts, 0 giants
O input errors, 0 CRC, 0 franme, O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, 0O underruns
O output errors, O collisions, 4 interface resets, 0 restarts
5 transitions, 0 traces

Table 9-3. show interfaces fddi Field Description

Field

Description

FDDI is up | down |
administratively down

This gives the interface processor unit number and tells whether the interface hardware
IS currently active and can transmit and receive, or if it has been taken down by an
administrator.

"Disabled" indicates that the router has received more than 5,000 errors in a keepalive
interval, which is 10 seconds by default.

line protocol is {up |
down | administratively

This indicates whether the software processes that handle the line protocol
believe that the interface is usable (that is, whether keepalives are successful).

down}

Hardware This provides the hardware type, followed by the hardware (MAC) address.
Internet address This lists the Internet address followed by subnet mask.

MTU This lists the maximum transmission unit of the interface.




BW This lists the bandwidth of the interface in kilobits per second.
Note: The bandwidth command sets an informational-only parameter for higher-level
protocols. For example, IGRP uses this value in determining the metrics.

DLY This is the delay of the interface in microseconds.

rely This is the reliability of the interface as a fraction of 255 (255/255 is 100 percent
reliability), calculated as an exponential average over 5 minutes.

load This is the load on the interface as a fraction of 255 (255/255 is completely

saturated), calculated as an exponential average over 5 minutes.

Encapsulation

This is the encapsulation method assigned to the interface.

\Ioopback \This indicates whether loopback is set.

keepalive This indicates whether keepalives are set.

\ARP type: \This Is the type of Address Resolution Protocol that is assigned.

Phy- {A | B} This lists the state that the Physical A or Physical B connection is in. This state
can be off, active, trace, connect, next, signal, join, verify, or break.

neighbor This is the state of the neighbor:

A— Indicates that the CMT process has established a connection with its
neighbor. The bits that are received during the CM T signaling process indicate
that the neighbor is a Physical A type dual attachment station (DAS) or
concentrator that attaches to the primary ring IN and the secondary ring OUT
when attaching to the dual ring.

CMT is defined as connection management. CMT is the FDDI process that
handles the transition of the ring through its various states (off, active, connect,




and so on), as defined by the ANSI X3T9.5 specification.

S— Indicates that the CMT process has established a connection with its
neighbor. The bits that are received during the CMT signaling process indicate
that the neighbor is one Physical type in a single attachment station (SAS).

B— Indicates that the CM T process has established a connection with its
neighbor. The bits that are received during the CM T signaling process indicate
that the neighbor is a Physical B dual attachment station or concentrator that
attaches to the secondary ring IN and the primary ring OUT when attaching to
the dual ring.

unk— Indicates that the network server has not completed the CMT process, and
as aresult, does not know about its neighbor.

cmt signal bits

This shows the transmitted/received CMT bits. The transmitted bits are 0x008
for a Physical A type and 0x20C for a Physical B type. The number after the
slash (/) is the received signal bits. If the connection is not active, the received
bits are zero (0).

status

The status value displayed is the actual status on the fiber. The FDDI standard defines
the following values:

L SU— Line state unknown is the criteria for entering or remaining in any other
line state that has not been met.

NLS— Noise line state is entered upon the occurrence of 16 potential noise
events without satisfying the criteria for entry into another line state.

MLS— Master line state is entered upon the reception of eight or nine
consecutive HQ or QH symbol pairs.




ILS— Idle line state is entered upon receipt of four or five idle symbols.
HLS— Halt line state is entered upon the receipt of 16 or 17 consecutive H
symbols.

QLS— Quiet line state is entered upon the receipt of 16 or 17 consecutive Q
symbols or when carrier-detect goes low.

ALS— Active line state is entered upon receipt of a JK symbol pair when
carrier-detect is high.

OVUF— This s elasticity buffer overflow/underflow. The normal states for a
connected Physical type are ILS or ALS. A report that displays the QLS status
indicates that the fiber is disconnected from Physical B, that it is not connected to
another Physical type, or that the other station is not running.

Off This indicates that the CMT is not running on the Physical sublayer. The state
is off if the interface has been shut down or if the cmt disconnect command has
been issued for Physical A or Physical B.

Brk Break state is the entry point in the start of a physical connection management
(PCM) connection.

Tra Trace state localizes a stuck beacon condition.

Con Connect state is used to synchronize the ends of the connection for the
signaling sequence.

Nxt Next state separates the signaling performed in the signal state and transmits
protocol data units (PDUs) while MAC Local Loop is performed.

Sig Signal state is entered from the next state when a bit is ready to be transmitted.

Join Join state is the first of three states in a unique sequence of transmitted symbol

streams that are received as line states—the halt line state, master line state,




and idle line state, or HLS-MLS-ILS—that leads to an active connection.

Viy Verify state is the second state in the path to the active state and is reached by
a connection that is synchronized.
Act Active state indicates that the CM T process has established communications with its
physical neighbor.
The transition states are defined in the X3T9.5 specification. (Refer to the X3T9.5
specification for details about these states.)
ECM ECM isthe SMT entity coordination management, which overlooks the operation of
CFM and PCM. The ECM state can be one of the following:
out— The router isisolated from the network.
in— The router is actively connected to the network. Thisis the normal state for
a connected router.
trace— The router istrying to localize a stuck beacon condition.
leave— The router is allowing time for all the connections to break before
leaving the network.
path_test— The router istesting its internal paths.
insert— The router is allowing time for the optical bypass to insert.
check— The router is making sure optical bypasses are switched correctly.
deinsert— The router is allowing time for the optical bypass to deinsert.
CFM This contains information about the current state of the MAC connection.

The Configuration Management (CFM) state can be one of the following:




isolated— The MAC is not attached to a Physical type.

wrap_a— The MAC is attached to Physical A. Datais received on Physical A
and transmitted on Physical A.

wrap_b— The MAC is attached to Physical B. Datais received on Physical B
and transmitted on Physical B.

wrap_s— The MAC is attached to Physical S. Datais received on Physical S and
transmitted on Physical S. This is the normal mode for a single attachment
stations (SAS).

thru— The MAC is attached to Physical A and B. Datais received on Physical A
and transmitted on Physical B. Thisis the normal mode for a DAS with one
MAC. The ring has been operational for 1 minute and 42 seconds.

RMT

RMT (Ring Management) isthe SMT MAC-related state machine.
The RMT state can be one of the following:

isolated— The MAC is not trying to participate in the ring. Thisistheinitial
State.

non_op— The MAC is participating in ring recovery and the ring is not
operational.

ring_op— The MAC is participating in an operational ring. This is the normal
state while the MAC is connected to the ring.

detect— The ring has been non-operational for longer than normal. Duplicate
address conditions are being checked.

non_op_dup— Indications have been received that the address of the MAC isa
duplicate of another MAC on the ring. Ring is not operational.




ring_op_dup— Indications have been received that the address of the MAC isa
duplicate of another MAC on thering. The ring is operational in this state.
directed— The MAC is sending beacon frames notifying the ring of the stuck
condition.

trace— A trace has been initiated by this MAC, and the RMT state machine is
waiting for its completion before starting an internal path test.

token rotation

Token rotation value is the default or configured rotation value as determined
by the fddi token-rotation-time command. All stations on the ring use this
value. The default is 5,000 microseconds.

ring operational

When the ring is operational, the displayed value is the negotiated token rotation time
of all stations on the ring.

Operational times are displayed by the number of hours:minutes:seconds that the ring
has been up. If thering is not operational, the message "ring not operational” is
displayed.

Upstream | downstream
neighbor

This displays the canonical MAC address of outgoing upstream and
downstream neighbors. If the address is unknown, the value is the FDDI
unknown address (0x00 00 f8 00 00 00).

Last input This is the number of hours, minutes, and seconds since the last packet was
successfully received by an interface. Last input is useful for knowing when a
dead interface failed.

output This is the number of hours, minutes, and seconds since the last packet was

successfully transmitted by an interface.

output hang

Thisis the number of hours, minutes, and seconds (or never) since the interface was last




reset because of a transmission that took too long.

When the number of hours in any of the "last" fields exceeds 24 hours, the number of
days and hours is printed. If that field overflows, asterisks are printed.

Last clearing

Thisisthe time at which the counters that measure cumulative statistics (such as
number of bytes transmitted and received) shown in this report were last reset to zero.
Note that variables that might affect routing (for example, load and reliability) are not
cleared when the counters are cleared.

Asterisks (***) indicate that the elapsed time is too large to be displayed.

0:00:00 indicates that the counters were cleared more than 2 31 ms (and less than 2 32
ms) ago.

Output queue, input
gueue, drops

This is the number of packets in output and input queues. Each number is
followed by a slash, the maximum size of the queue, and the number of
packets dropped due to a full queue.

Five-minute input rate

Five-minute output rate

Thisis the average number of bits and packets transmitted per second in the past 5
minutes.

The five-minute input and output rates should be used only as an approximation of
traffic per second during a given 5-minute period.

These rates are exponentially weighted averages with a time constant of 5 minutes. A
period of four time constants must pass before the average is within 2% of the
instantaneous rate of a uniform stream of traffic over that period.

packets input

This is the total number of error-free packets received by the system.




bytes

This is the total number of bytes, including data and MAC encapsulation, in the
error-free packets received by the system.

no buffer

Thisis the number of received packets discarded because the main system has no buffer
space. Compare with ignored count.

LAN broadcast storms and bursts of noise on serial lines are often responsible for no
input buffer events.

broadcasts

This is the total number of broadcast or multicast packets received by the
interface.

runts

This is the number of packets discarded because they are smaller than the
medium’s minimum packet size.

giants

This is the number of packets discarded because they exceed the medium’s
maximum packet size.

CRC

This s the cyclic redundancy checksum that is generated by the originating LAN
station or far-end device that does not match the checksum calculated from the data
received.

On a LAN, thisusually indicates noise or transmission problems on the LAN interface
or the LAN bus. A high number of CRCs is usually the result of collisions or a station
transmitting bad data. Because collisions do not occur on a FDDI LAN during normal
operation, and FDDI does not support early token release, CRC errors are usually
caused by faulty equipment or stations that transmit bad data.

frame

Thisis the number of packets received incorrectly that have a CRC error and a non-
integer number of octets.




On aFDDI LAN, this can be the result of afailing fiber (cracks) or a hardware
malfunction.

overrun This is the number of times that the serial receiver hardware was unable to
hand received data to a hardware buffer because the input rate exceeded the
receiver’s ability to handle the data.

ignored Thisis the number of received packets ignored by the interface because the interface

hardware ran low on internal buffers. These buffers are different from the system
buffers mentioned previously in the buffer description.

Broadcast storms and bursts of noise can cause the ignored count to be increased.

\packets output

\This Is the total number of messages transmitted by the system.

bytes

This is the total number of bytes, including data and MAC encapsulation,
transmitted by the system.

underruns

This is the number of transmit aborts (when the router cannot feed the
transmitter fast enough).

output errors

This is the sum of all errors that prevented the final transmission of datagrams
out of the interface being examined. Note that this might not balance with the
sum of the enumerated output errors. Some datagrams can have more than
one error, and others can have errors that do not fall into any of the specifically
tabulated categories.

collisions

This statistic is always zero because a FDDI ring cannot have collisions.

interface resets

This is the number of times that an interface has been reset. The interface can

be reset by the administrator or automatically when an internal error occurs.

restarts

\This should always be zero for FDDI interfaces.




transitions This is the number of times that the ring made a transition from ring operational
to ring non-operational, or vice versa. A large number of transitions indicates a
problem with the ring or the interface.

traces Trace count applies to FCI, FCIT, and FIP. Traces indicates the number of
times that this interface started a trace.

claims This pertains to FCIT and FIP only. Claims indicates the number of times that
this interface has been in claim state.

beacons This pertains to FCIT and FIP only. It indicates the number of times that the
interface has been in beacon state.

Protocol This is the protocol that is operating on the interface.

Pkts In This is the number of packets received for that protocol.

Chars In This is the number of characters received for that protocol.

Pkts Out This is the number of packets transmitted for that protocol.

Chars Out This is the number of characters transmitted for that protocol.

Some important "early warning" information can be obtained by the output displayed from the show interface fddi
port command.

The following output is used to demonstrate these early warning signs of potential network issues:

Fddi O is up, line protocol is up
Hardware is cBus Fddi, address is 0000.0c06.8de8 (bia 0000.0c06. 8de8)
| nternet address is 131.108.33.9, subnet mask is 255.255.255.0
MIU 4470 bytes, BW 100000 Kbit, DLY 100 usec, rely 255/255, |oad

1/ 255




Encapsul ati on SNAP, | oopback not set, keepalive not set
ARP type: SNAP, ARP Ti nmeout 4:00:00
Phy- A state is active, neighbor is B, cnt signal bits 008/ 20C, status
| LS
Phy-B state is connect, neighbor is unk, cnt signal bits 20C/ 000,
status Q.S
ECMis insert, CFMis ¢c wap a, RMI is ring_op
t oken rotati on 5000 usec, ring operational 1d01
Upst ream nei ghbor 0000. 0c06. 8b7d, downstream nei ghbor 0000. 0c06. 8b7d
Last input 0:00:08, output 0:00:08, output hang never
Last clearing of "show interface" counters never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec
Five mnute output rate 76000 bits/sec, 51 packets/sec
852914 packets input, 205752094 bytes, 0 no buffer
Recei ved 126752 broadcasts, O runts, 0 giants
O input errors, 124823 CRC, O frane, O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, 0O underruns
O output errors, O collisions, 4 interface resets, 0 restarts
5 transitions, O traces

CRC Errors

No segments should have more than one CRC error per million bytes of data, or 0.0001 percent CRC errors on
each segment.



This can be represented by the following formula:

(CRCs / total bytes) x 100 < 0.0001%

In this example, the total amount of datais 11234818 bytes [Input Bytes (205752094) + Output Bytes (616453062)
= Total Bytes = (822205156)]. The total number of CRCs indicated is 124823.

852914 packets input, 205752094 bytes, 0 no buffer

Recei ved 126752 broadcasts, O runts, 0 giants

O input errors, 124823 CRC, O frame, 0O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, O underruns

O output errors, O collisions, 4 interface resets, 0 restarts

Using the previous formula (CRCs/ total bytes) x 100), you can determine the following:

(124823/822205156) » 100 = 0.015%

This is an unacceptable amount of CRC errors because the total here (0.015 percent) is greater than 0.0001 percent
of CRCs. An acceptable threshold would be 822 CRC errors (822205156 x 0.0001 percent = 822.2).



A high number of CRS errorsis usually an indication of excessive noise. In this case, the following actions should
be taken:

1. Check cables to determine whether any are damaged.

2. Look for badly spliced taps causing reflections.

3. Verify NIC connections, and if necessary, use a network analyzer to determine the source of the bad data. A
high number of CRCs can also be the result of a station transmitting bad data.

FDDI Ring Operations
On a FDDI segment, no more than one ring operation should occur per hour that is unrelated to ring insertion.

Although ring insertion statistics are not readily apparent, the number of ring transitions might derive the impact on
the FDDI LAN.

O output errors, O collisions, 4 interface resets, 0 restarts
5 transitions, 0 traces

Transitioning is not bad. The FDDI ring implements the link error monitor (LEM) that monitors each link for
errors and, if the rates of errors cross the threshold as determined by the CRC calculations, it is time to take the
FDDI ring down for out-of-service testing.



Also, the TVX (Valid Transmission Timer) times out in 2.5 ms or 3.4 ms, depending on implementation, if it does
not see tokens or valid frames on the ring. Therefore, the ring goes down and comes back up. Because the claim
resolution typically takes the order of milliseconds, transitioning does not affect upper layer operation because
those protocols take the order of seconds to timeout. If the ring has a persistent problem, one of the FDDI LAN
station’s beacons or the link upstream to that station has a problem.

A marginal link could be causing one station to time out after claiming the ring is stable for awhile. If these
transitions occur several times per minute, the upper protocols would be affected. A FDDI network analyzer would
also be useful at this point to isolate the source of the frequent transitions. Some of the more common analyzers are
Tekelec CHAM100, Digital Technology, Inc. LANHawk, Network General SNIFFER, HP Network Advisor, and
Wandel/Goltermann DA-30.

If out-of-service testing or network analysis yields inconclusive results, it is recommended that you open a case
with the Cisco TAC to have the issue further evaluated.

Output Queue Drops
On a Cisco router, the number of output queue drops should not exceed 100 in any hour.

No formulais available to determine this number. The output from the show interfaces fddi number provides this
information, as the following code demonstrates:

Last clearing of "show interface" counters never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec



Five mnute output rate 76000 bits/sec, 51 packets/sec

Output queue drops are registered if the interface is not able to clear up the queue as fast as the router is queuing
them for transmission.

NOTE

The IOS 10.0 and higher code has two output processes, and the 9.1 (9.14) lower code has only one output process.

Drops indicate that the router is overpowering the interface. On a LAN, thiswould likely be a busy or congested
LAN segment, preventing frames from getting out on the wire. These frames usually carry data packets that would
be mainly processed-switched in the router, such as routing updates, Novell SAPs, access list control, and helpers.

NOTE

If many SAPs need to be sent out, the output process is busy just sending SAPs. This can result in poor
performance of other applications of the router.

The output queue can be modified using the interface subcommand hold-queue xx out, where xx is a numeric
value. The default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e



Passwor d:

Rout er#: config t

Rout er(config)#interface fn [Where n is the FDDI interface nunber]
Rout er (confi g-if)#hol d- queue xx out

Input Queue Drops
On a Cisco router, the number of input queue drops should not exceed 50 in any hour.

No formulais available to determine this number. The output from the show interfaces fddi number provides this
information, as the following code demonstrates:

Last clearing of "show interface" counters never

Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec
Five mnute output rate 76000 bits/sec, 51 packets/sec

Input queue drops are registered if the incoming frame rate is faster than the outgoing frame rate; when this
happens, the queue is filled up. Incoming data from an interface gets into the input queue for further processing.
Looking at a FDDI interface, data is coming from the FDDI segment, not going out to it. After the queue is full, all
the subsequent incoming frames are dropped.



Drops indicate that the interface is overpowering the router. On a LAN, this would probably be the result of a busy
or congested LAN segment. Most likely, frames are being flooded onto the wire into the router’s interface.

The input queue can be modified using the interface subcommand hold-queue xx in, where xx is a numeric value.
The default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e

Passwor d:

Rout er#: config t

Router(config)#interface fn [Where n is the FDDI interface nunber]
Rout er (confi g-if)#hol d- queue xx in

Ignored Packets

On a Cisco router, the number of ignored packets on any interface should not exceed more than (approximately) 10
in an hour.

No formulais available to determine this number. The output from the show interfaces fddi number provides this
information, as the following code demonstrates:

852914 packets input, 205752094 bytes, 0 no buffer

Recei ved 126752 broadcasts, O runts, 0 giants

O input errors, 124823 CRC, O frame, 0O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, O underruns

O output errors, O collisions, 4 interface resets, 0 restarts



Ignores are caused when the FDDI interface cannot place a packet into an incoming hardware buffer pool because
the router does not have enough hardware buffers to accept a packet.

If the ignores are due to bursty traffic, nothing can be done for the ignore issue in the configuration. If thisis
normal behavior on the network segment, consider upgrading to a more powerful router, such as a Cisco 7xxx
Series.

If upgrading is not an option, open a case with the Cisco TAC to have the issue further eval uated.
show interfaces FDDI number accounting

This command is entered from the privileged EXEC command interface on the Cisco router, and displays
information about protocol distribution with regard to the specified Token Ring interface.

The syntax for this command is as follows:
show i nterfaces fddi nunber accounting

where accounting is an optional parameter that displays the number of packets of each protocol type that has been
sent through the interface.

Rout er #show i nterfaces fddi 0 accounting

Rout er# show i nterfaces fddi O accounting



Fddi O

Pr ot ocol Pkts In Chars In Pkt s Qut Chars Qut
| P 7344 A787842 1803 1535774

Appl et al k 33345 4797459 12781 1089695

DEC MOP 0 0 127 9779
ARP 7 420 39 2340

To determine the protocol distribution percentage, divide the packets (input, output, or total) for the protocol in
guestion by the same parameter from the show interfaces fddi number output. For example, examine the
distribution for IP traffic using the previous output from a show interfaces fddi O accounting, combined with the
earlier output from show interfaces fddi 0, shown here:

2295197 packets input, 305539992 bytes, 0 no buffer

Recei ved 1925500 broadcasts, O runts, 0 giants

3 input errors, 34215 CRC, O franme, O overrun, O ignored, O abort
O i nput packets with dribble condition detected

3594664 packets output, 436549843 bytes, 0 underruns

Input Distribution Percentage

Input distribution percentage is the percentage of incoming IP packets as determined by the following formula:



(Protocol lNPUTfTﬂtHlINPUT) x 100 = PI’UIUCUID]STRIBUTIGN G

Therefore, (7344/2295197) 100 = 0.32 percent. 0.32 percent of the total traffic input into this interface is IP traffic.
Output Distribution Percentage
Output distribution percentage is the percentage of outgoing | P packets as determined by the following formula:

(Protocolqyrpyt/Totalgyrpyt) X% 100 = Protocolpgrripution %

Therefore, (1803/3594664) 100 = 0.05 percent. 0.05 percent of the total traffic output from this interface is IP
traffic.

Total Distribution Percentage

Total distribution percentage is the percentage of total 1P packets as determined by the following formula:

(Protocoljypyrsoutpur/ Totalnpyrioutput) % 100 = Protocolpistripurion %

Therefore, (9147/5889861) x 100 = 0.16 percent. 0.16 percent of the total traffic input to and output from this
interface is I P traffic.



Buffer Misses
On any Cisco router, the number of buffer misses should not be more than (approximately) 25 in a given hour.

No formulais available to determine the number of misses. The output from the show buffersinterface provides
this information, as the following code demonstrates:

Buf fer el enents:
250 in free list (250 max al |l owed)
10816 hits, O m sses, O created

Smal | buffers, 104 bytes (total 120, pernmanent 120):
120 in free list (0O mn, 250 max all owed)
26665 hits, O msses, O trins, O created

M ddl e buffers, 600 bytes (total 90, permanent 90):
90 in free list (0O mn, 200 max al | owed)
5468 hits, 0 msses, O trins, O created

Big buffers, 1524 bytes (total 90, permanent 90):
90 in free list (0O mn, 300 max al | owed)
1447 hits, O msses, O trins, O created

Large buffers, 5024 bytes (total 0, pernmanent 0):
Oinfree list (0O mn, 100 max all owed)
O hits, O msses, O trins, O created

Huge buffers, 12024 bytes (total 0, pernanent 0):
Oinfree list (0 mn, 30 nmax al |l owed)
O hits, O msses, O trins, O created

O failures (0 no nenory)



Although the number of buffer misses per hour should not exceed 25, as arule, misses are okay aslong as
"failures" shown at the bottom of the show buffersdisplay is not incrementing.

A buffer miss identifies the number of times that a buffer has been requested but no more buffers were available in
the free list. A buffer failure identifies the number of failures to grant a buffer to a requester under interrupt time.
(The router can create new buffers at process-switching level; consequently, afailure only occursif no memory
exists.) The number of "failures’ represents the number of packets that have been dropped due to buffer shortage.

Sometimes, the corrective action is adding router memory, and other times the corrective action might be more
extensive, such as tuning the buffer parameters. Before you perform any type of buffer-tuning action, open a case
with the Cisco TAC to have the issue further evaluated.

show processes cpu

The show processes cpu command displays information about the active processes in the router and their
corresponding CPU utilization statistics. Following is an example of the output. Note, however, that thisis not a
complete list, and the processes that are running vary for each system:

CPU utilization for five seconds: 8% 4% one mnute: 6% five m nutes:
5%

PID Runtine(ns) |nvoked uSecs 5Sec 1M n 5Mn TTY Process
1 384 32789 11 0.00% 0.00% 0.00% O Load Meter
2 2752 1179 2334 0.73% 1.06% 0.29% 0O Exec
3 318592 5273 60419 0.00% 0.15% 0.17% 0 Check heaps
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18 4 2 20000 0.00% 0.00% 0.00% O Tbridge
Moni t or

19 7696 2745 2803 0.16% 0.01% 0.00% O IP-RT
Backgr ound

20 18484 330791 556 0.00% 0.00% 0.00% O BGP Router

21 2824 9266 304 0.00% 0.00% 0.00% O BGP 1/0

22 520 2771 187 0.00% 0.03% 0.00% 0 BGP Scanner

23 0 1 O 0.00% 0.00% 0.00% O OSPF Hello

24 8 6 1333 0.00% 0.02% 0.00% O OSPF Router

Table 9-4 describes the fields in the show processes cpu outpuit.

Table 9-4. show processes cpu Field Description

Field

Description

CPU utilization for
five seconds

The CPU utilization for the past five seconds. The first number indicates the total,
the second number indicates the percent of CPU time spent at the interrupt level.

one minute The CPU utilization for the past minute.

five minutes The CPU utilization for the past five minutes.

PID The process ID.

Runtime (ms) The CPU time that the process has used, expressed in milliseconds.
Invoked The number of times that the process has been invoked.

uSecs The microseconds of CPU time for each process invocation.

5Sec The CPU utilization by task in the past five seconds.




1Min The CPU utilization by task in the past minute.
5Min \The CPU utilization by task in the past five minutes.
TTY The terminal that controls the process.

Process The name of the process.

CPU Utilization
On any Cisco router, the 5-minute CPU utilization rate should be less than 75 percent.

No formulais available to determine the 5-minute CPU utilization rate. The output from the show pr ocesses cpu
provides this information, as the following code demonstrates:

CPU utilization for five seconds: 8%/4%:; one minute: 6%: five minutes: 5%

If the CPU utilization is continually over 75 percent, you might want to consider upgrading your router dividing
the traffic between multiple routers. Prior to making these changes, it is necessary to get an assessment of what is
causing the CPU load. It might be a particular protocol or other process. The output from the show processes cpu
command lists all active processes on the router and the load that each process is placing on the CPU. If the router
is not busy, then what can be seen are some abnormalities in the network (broadcast storms, flapping routes).

If CPU utilization is greater than 75 percent, Cisco recommends checking for an 1OS bug.
NOTE

Y ou can use Cisco’s online software center to verify the status of an |OS release
(http://www.cisco.com/kobayashi/rel eases/Release _notes.html).




FDDI Network Analysis

Before raw data analysis can begin, it is necessary to review the formulae that are used to determine thresholds and
measurements for 100 Mbps FDDI LANSs.

FDDI Bit Times (Propagation Delay)

The bit duration for 200 Mbps FDDI is 1/200000000, or 1 x 10°® seconds. As derived from the speed of light, the
time it takes for electrons to traverse 1,000 feet of cable is 1.02 x 10°® seconds. The propagation delay of a cable
segment can be converted into bit times by using the following formula:

(Electron Speed)/(FDDI Bit Time) = Propagation Delay (measured in bit times)

For 100 Mbps FDDI LANs with 1,000 feet of cable, the propagation delay can be determined as follows:

(1.02 x 10°%)/(1 x 10°%) = 102 bit times

NOTE

The speed of light in a vacuum, which is without impedance, is 186,000 miles per second. With 5,280 feet in a
mile, the speed of electrons is equivalent to 982,080,000 feet per second (186,000 miles per second x 5,280 feet per



mile), or approximately 982 feet per microsecond. It would take 1.02 x 10°° seconds for an electron to travel 1,000
feet of cable (1000/982 x 10°).

FDDI Network Performance
To approximately model and predict the performance of a FDDI LAN, you must account for certain variables:

Number of hosts on the LAN segment
Total cabling length
Data frame size

Following is the process used to determine the effective operating throughput of a 100 Mbps FDDI LAN. These
formulae do not include protocol overhead from upper-layer protocols because these are considered part of the data
payload in the FDDI frame.

FDDI Propagation Delay Equation

Given a FDDI LAN with N hosts, a free token circulates around the ring an average of N/2 hosts until it is seized
and turned into a start-of-frame delimiter.

Each host adds a 2.5 hit-time delay to examine the token. A bit time on a 100 Mbps FDDI LAN equatesto 1 x 10°®
seconds; therefore, each host introduces a delay of (2.5) x (1 10®), or 2.5 x 10°® seconds.

A token consists of four bytes (32 bits), requiring 32 x 10°® seconds for the token to be placed onto the ring.



[(32) x (1 x 1078 seconds/bit) = 32 x 108 seconds|

The time it takes for the token to be placed onto the ring and to circulate half the ring until it is seized by another
host is the sum of the product of steps 2 and 3. The time it takes is the result of the following equation:

[(N/2 % (2.5 % 1078)) + (32 x 1078)]

After the token has been seized and converted into a start-of-frame delimiter, on the average it travels N/2 hosts to
its intended destination. A frame that contains 64 bytes of application data is in actuality 108 bytes because 44

bytes are FDDI protocol-related overhead. The time necessary to place the frame onto the ring is then represented
by the following formula:

[(108 bytes) = (8 bits/byte) % (1 % 1078 seconds/bit) = 8.64 x 10 seconds

If the FDDI network contains N hosts, the frame must pass through an average of N/2 hosts to reach its intended

destination. The time required for the frame to be placed onto and circulate half the ring can be derived from the
following:

[(8.64 x 10°%) + (N/2 % (2.5 x 1078 seconds))]



The total token and frame time then becomes:

[(N/2 % (2.5 % 107%)) + (32 % 10°%) + (N/2 % (2.5 % 10°%)) + (8.64 % 1070 seconds)]

or

[(N) % (2.5 % 10°%) + (32 x 10°%) + (8.64 x 107 seconds)]

After the data frame has reached its intended destination, it must circulate through another (on average) N/2 hosts
to return to the originating host, which then removes the frame from the network. When this occurs, the originating
station generates a new token onto the network. The time it takes for the frame to circulate through half of the
network is then represented as [(N/2) x(2.5 x 10°® seconds)]. This time is then added to the time determined from
the previous step, deriving the following:

[(N % (9.375 x 1077)) + (32 % 10°3) + (8.64 x 10 seconds)]

To consider the effect of propagation delay time as tokens and frames flow in the network cabling, you must also
consider the sum of the ring length and twice the sum of all the lobe distances. The lobe distances must be doubled
because the tokens flow to and from each host on the lobe. Given that C is the cable length (in thousands of feet),
the time (in seconds) that it takes to travel across the ring is derived from the following:



[(N % (9.375 % 107)) + (32 x 10°%) + (8.64 x 10°0) + ((1.02 x 10°) x O)]

or

[(IN = (9375 = l{J'?}} +(1.76 = It}'J'} + ((1.02 % 10°%) % )], where N = the number of
hosts and C = cable length (measured in thousands of feet).

FDDI LAN Effective Throughput

To demonstrate how the previous equation can be applied, assume a[100 Mbps] FDDI LAN with 80 hosts and
5,000 total feet of cabling, N =80 and C = 5. Therefore, [(80 x (9.375 x 10-7)) + (8.64 x 10-6) + ((1.02 x 10-6) x
5)] = 0.00008874 or 8.874 x 10-5 seconds.

Therefore, in one second (1/(8.874 x 10” seconds) = 11269), 11269 information frames (64 bytes each) can move
around the network.

The effective operating throughput of this FDDI LAN can be measured as follows:

(11269 x (64 bytes x (8 bits/byte)) = 5.77 Mbps



It is a safe assumption that the frame rate on a FDDI LAN is larger than 64 bytes. In these instances, the formulae
are processed by first determining the time it takes to place the frame onto the wire, and then determining the
effective operating throughput of the FDDI LAN:

((Frame size in bytes) x (8 bits/byte) x (1 x 1078 seconds/bit)

NOTE

The MTU of the interface determines the frame size. The MTU can be found by reviewing the output from the
show interfaces fddi number command in the privileged EXEC mode.

Using the example of 4470 data bytes in aframe, plus the additional 42 bytes due to FDDI protocol overhead, the
following is derived:

((4492) % (8) % (1 % 10°%)) = 3.576 % 10 seconds [to transmit a data frame, resolving
into an approximate throughput of Y9.98 Mbps|

Furthering the example, assume 80 hosts and 4,000 feet of cabling:

[(80 3 (9.375 3 1077)) + (3.576 3 107 4 ((1.02 3 10%) 2 4)] = 3946723 bps, or 3.95
Mbps effective operating throughput



A Microsoft Excel spreadsheet is provided on the Cisco Press Web site (www.ciscopress.com/1587050390) so that
the variables N (Number of hosts), C (Cable length in thousands of feet), and Frame Length can be adjusted to
model a specific FDDI LAN environment.

FDDI Performance Model

To determine the bit time on a FDDI LAN, divide 1 by the total bandwidth on the ring; therefore, the bit time for a
100 Mbps FDDI LAN is 1/200000000 or 1 x 10,

As stated previously, each host adds a delay of 2.5 bit times. Given that B+ is the bit time as determined by the ring
speed and By is the bit time delay for each host, the following can be derived:

BrostpeLAY = (2.9 X Brpvp)

The next step in the process is determining the amount of time it takes to place a token (32 bits) onto the ring.
Therefore:

TOKENgnGPLACE = (32 X Bypg)

After the amount of time to place atoken on the ring is determined and the token has circulated around (on
average) half the ring N/2, where N is the number of hosts on the ring, represented as:



TOKENg gy = ((N/2) X ByostpeLay) + TOKENRINGPLACE

then it can be determined how long it takes a data frame to circulate (on average) half the ring:

I:RAP\'TE'[']“H = {“:RANIELEN[”'H] + JZJ x {H X B'”M]_:]. where FRAI\{E’LENGTH 15
measured in bytes

Given on average that a FDDI frame must circulate through half the ring to reach its intended destination, the time
it takes (FRAMEsraveL) Can be represented as follows:

FRANIETH:\"-"H. =((Nf2)= (B HOSTDELAY 1+ I:RAME'TU"T where |:R.5Lh'ﬂ_‘:']'|M|_: 3
measured in seconds

Given the amount of time it takes for a frame to circulate around half the ring, the next step is to determine the
propagation delay of the network. Propagation delay is directly relational to the length of the network cabling (C,
in thousands of feet):

TIMEgsgLg=((C) x (1.02 X 10%)), where C is measured in thousands of feet

The frame rate of the FDDI LAN segment can then be computed as follows:



Frames per second = (I TIMEpqpa + TIMEg 51 g ), where TIME 15 denved from
| “:] :‘H'Ahlllu'l'i{.’“r'lfl.} + {JZ'IRJ:'EP\II E']'J{.-\"r"l'_l. )4+ (N2 SN U-I.“ WSTDELAY :IJ. where N is the number
ot hosts on the FDDI LAN segment.

Conseguently, you can determine the effective throughput by multiplying the frames per second by the number of
bits per frame (bytes multiplied by 8):

Effective Throughput = Frames per second = (Bytes per frame x 8 bits/byte)

The FDDI performance model is available as a Microsoft Excel spreadsheet on www.ciscopress.com/1587050390,
where the variables N (Number of hosts), C (Cable length in thousands of feet), and Frame Length can be adjusted
to model both 100 Mbps FDDI LAN environments.

FDDI LANs

As discussed in Chapter 6, "Token Ring/|EEE 802.5," token-passing networks (such as Token Ring and FDDI) are
deterministic. This means that it is possible to calculate the maximum time that passes before a host is capable of
transmitting, unlike CSMA/CD (contention-based) networks, such as Ethernet. The high bandwidth relative to
Token Ring LANS, the deterministic feature, and several reliability features make FDDI networks ideal for
applications in which delay must be predictable and network operation must be high speed, stable, and reliable.

Because FDDI LANS use a token-passing—based system to control network access, it is a bit easier to predict
network operation and the effective throughput of a FDDI LAN than it is to predict the network operation and
effective throughput of a CSMA/CD-based LAN, such as Ethernet.



Cisco Router Interface Commands
The router interface commands discussed here include the following:

show interfaces fddi
show buffer s fddi
show processes cpu

Each of these commands provides unique and useful information, that when combined, presents a clear picture of
how the network segment is performing.

show interfaces FDDI

When you enter this command from the privileged EXEC command interface on the Cisco router, it will display
information about the specified Token Ring interface.

The syntax for this command is as follows:

show i nterfaces fddi nunber
show i nterfaces fddi nunber accounting

show interfaces fddi number
Following is an example of the output produced by this command that is detailed in Table 9-3:

Router# show interfaces fddi O



Fddi O is up, line protocol is up
Hardware is cBus Fddi, address is 0000.0c06.8de8 (bia 0000.0c06. 8de8)
| nternet address is 131.108.33.9, subnet mask is 255.255.255.0
MIU 4470 bytes, BW 100000 Kbit, DLY 100 usec, rely 255/255, | oad
1/ 255
Encapsul ati on SNAP, | oopback not set, keepalive not set
ARP type: SNAP, ARP Ti nmeout 4:00:00
Phy- A state is active, neighbor is B, cnt signal bits 008/ 20C, status
| LS
Phy-B state is connect, neighbor is unk, cnt signal bits 20C 000,
status Q.S
ECMis insert, CFMis c wap a, RMI is ring_op
t oken rotation 5000 usec, ring operational 1d01
Upst ream nei ghbor 0000. 0c06. 8b7d, downstream nei ghbor 0000. 0c06. 8b7d
Last input 0:00:08, output 0:00:08, output hang never
Last clearing of "show interface" counters never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec
Five mnute output rate 76000 bits/sec, 51 packets/sec
852914 packets input, 205752094 bytes, 0 no buffer
Recei ved 126752 broadcasts, O runts, 0 giants
O input errors, 0 CRC, O frane, O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, 0O underruns
O output errors, O collisions, 4 interface resets, 0 restarts
5 transitions, 0 traces



Table 9-3. show interfaces fddi Field Description

Field

Description

FDDI is up | down |
administratively down

This gives the interface processor unit number and tells whether the interface hardware
Is currently active and can transmit and receive, or if it has been taken down by an
administrator.

"Disabled" indicates that the router has received more than 5,000 errorsin a keepalive
interval, which is 10 seconds by default.

down}

line protocol is {up |
down | administratively

This indicates whether the software processes that handle the line protocol
believe that the interface is usable (that is, whether keepalives are successful).

Hardware

This provides the hardware type, followed by the hardware (MAC) address.

Internet address

This lists the Internet address followed by subnet mask.

\I\/ITU \This lists the maximum transmission unit of the interface.

BW This lists the bandwidth of the interface in kilobits per second.
Note: The bandwidth command sets an informational-only parameter for higher-level
protocols. For example, IGRP uses this value in determining the metrics.

DLY This is the delay of the interface in microseconds.

rely This is the reliability of the interface as a fraction of 255 (255/255 is 100 percent
reliability), calculated as an exponential average over 5 minutes.

load This is the load on the interface as a fraction of 255 (255/255 is completely

saturated), calculated as an exponential average over 5 minutes.




Encapsulation

This is the encapsulation method assigned to the interface.

\Ioopback \This indicates whether loopback is set.

keepalive This indicates whether keepalives are set.

\ARP type: \This is the type of Address Resolution Protocol that is assigned.

Phy- {A | B} This lists the state that the Physical A or Physical B connection is in. This state
can be off, active, trace, connect, next, signal, join, verify, or break.

neighbor This is the state of the neighbor:

A— Indicates that the CMT process has established a connection with its
neighbor. The bits that are received during the CM T signaling process indicate
that the neighbor is a Physical A type dual attachment station (DAS) or
concentrator that attaches to the primary ring IN and the secondary ring OUT
when attaching to the dual ring.

CMT is defined as connection management. CMT is the FDDI process that
handles the transition of the ring through its various states (off, active, connect,
and so on), as defined by the ANSI X3T9.5 specification.

S— Indicates that the CMT process has established a connection with its
neighbor. The bits that are received during the CM T signaling process indicate
that the neighbor is one Physical type in a single attachment station (SAS).
B— Indicates that the CM T process has established a connection with its
neighbor. The bits that are received during the CM T signaling process indicate
that the neighbor is a Physical B dual attachment station or concentrator that
attaches to the secondary ring IN and the primary ring OUT when attaching to
the dual ring.




unk— Indicates that the network server has not completed the CMT process, and
as aresult, does not know about its neighbor.

cmt signal bits This shows the transmitted/received CMT bits. The transmitted bits are 0x008
for a Physical A type and 0x20C for a Physical B type. The number after the
slash (/) is the received signal bits. If the connection is not active, the received
bits are zero (0).

status The status value displayed is the actual status on the fiber. The FDDI standard defines
the following values:

L SU— Line state unknown is the criteria for entering or remaining in any other
line state that has not been met.

NLS— Noise line state is entered upon the occurrence of 16 potential noise
events without satisfying the criteria for entry into another line state.

MLS— Master line state is entered upon the reception of eight or nine
consecutive HQ or QH symbol pairs.

ILS— Idle line state is entered upon receipt of four or five idle symbols.
HLS— Halt line state is entered upon the receipt of 16 or 17 consecutive H
symbols.

QLS— Quiet line state is entered upon the receipt of 16 or 17 consecutive Q
symbols or when carrier-detect goes low.

ALS— Active line state is entered upon receipt of a JK symbol pair when
carrier-detect is high.

OVUF— This s elasticity buffer overflow/underflow. The normal states for a
connected Physical type are ILS or ALS. A report that displays the QLS status
indicates that the fiber is disconnected from Physical B, that it is not connected to




another Physical type, or that the other station is not running.

Off This indicates that the CMT is not running on the Physical sublayer. The state
is off if the interface has been shut down or if the cmt disconnect command has
been issued for Physical A or Physical B.

Brk Break state is the entry point in the start of a physical connection management
(PCM) connection.

Tra Trace state localizes a stuck beacon condition.

Con Connect state is used to synchronize the ends of the connection for the
signaling sequence.

Nxt Next state separates the signaling performed in the signal state and transmits
protocol data units (PDUs) while MAC Local Loop is performed.

Sig Signal state is entered from the next state when a bit is ready to be transmitted.

Join Join state is the first of three states in a unique sequence of transmitted symbol
streams that are received as line states—the halt line state, master line state,
and idle line state, or HLS-MLS-ILS—that leads to an active connection.

Viy Verify state is the second state in the path to the active state and is reached by
a connection that is synchronized.

Act Active state indicates that the CM T process has established communications with its
physical neighbor.
The transition states are defined in the X3T9.5 specification. (Refer to the X3T9.5
specification for details about these states.)

ECM ECM isthe SMT entity coordination management, which overlooks the operation of




CFM and PCM. The ECM state can be one of the following:

out— The router isisolated from the network.

in— The router is actively connected to the network. Thisis the normal state for
a connected router.

trace— The router istrying to localize a stuck beacon condition.

leave— The router is allowing time for all the connections to break before
leaving the network.

path_test— The router istesting its internal paths.

insert— The router is allowing time for the optical bypass to insert.

check— The router is making sure optical bypasses are switched correctly.
deinsert— The router is allowing time for the optical bypass to deinsert.

CFM

This contains information about the current state of the MAC connection.
The Configuration Management (CFM) state can be one of the following:

isolated— The MAC is not attached to a Physical type.

wrap_a— The MAC is attached to Physical A. Datais received on Physical A
and transmitted on Physical A.

wrap_b— The MAC is attached to Physical B. Datais received on Physical B
and transmitted on Physical B.

wrap_s— The MAC is attached to Physical S. Datais received on Physical S and
transmitted on Physical S. This is the normal mode for a single attachment
stations (SAS).

thru— The MAC is attached to Physical A and B. Datais received on Physical A




and transmitted on Physical B. Thisis the normal mode for a DAS with one
MAC. The ring has been operational for 1 minute and 42 seconds.

RMT

RMT (Ring Management) isthe SMT MAC-related state machine.

The RMT state can be one of the following:

isolated— The MAC is not trying to participate in the ring. Thisistheinitial
State.

non_op— The MAC is participating in ring recovery and the ring is not
operational.

ring_op— The MAC is participating in an operational ring. This is the normal
state while the MAC is connected to the ring.

detect— The ring has been non-operational for longer than normal. Duplicate
address conditions are being checked.

non_op_dup— Indications have been received that the address of the MAC isa
duplicate of another MAC on the ring. Ring is not operational.

ring_op_dup— Indications have been received that the address of the MAC isa
duplicate of another MAC on thering. The ring is operational in this state.
directed— The MAC is sending beacon frames notifying the ring of the stuck
condition.

trace— A trace has been initiated by this MAC, and the RMT state machine is
waiting for its completion before starting an internal path test.

token rotation

Token rotation value is the default or configured rotation value as determined
by the fddi token-rotation-time command. All stations on the ring use this




value. The default is 5,000 microseconds.

ring operational When the ring is operational, the displayed value is the negotiated token rotation time
of all stations on the ring.

Operational times are displayed by the number of hours:minutes:seconds that the ring
has been up. If thering is not operational, the message "ring not operational” is

displayed.
Upstream | downstream This displays the canonical MAC address of outgoing upstream and
neighbor downstream neighbors. If the address is unknown, the value is the FDDI
unknown address (0x00 00 f8 00 00 00).
Last input This is the number of hours, minutes, and seconds since the last packet was

successfully received by an interface. Last input is useful for knowing when a
dead interface failed.

output This is the number of hours, minutes, and seconds since the last packet was
successfully transmitted by an interface.
output hang This is the number of hours, minutes, and seconds (or never) since the interface was last

reset because of atransmission that took too long.

When the number of hours in any of the "last" fields exceeds 24 hours, the number of
days and hours is printed. If that field overflows, asterisks are printed.

Last clearing This is the time at which the counters that measure cumulative statistics (such as
number of bytes transmitted and received) shown in this report were last reset to zero.
Note that variables that might affect routing (for example, load and reliability) are not
cleared when the counters are cleared.




Asterisks (***) indicate that the elapsed time is too large to be displayed.

0:00:00 indicates that the counters were cleared more than 2 31 ms (and less than 2 32
ms) ago.

Output queue, input
gueue, drops

This is the number of packets in output and input queues. Each number is
followed by a slash, the maximum size of the queue, and the number of
packets dropped due to a full queue.

Five-minute input rate

Five-minute output rate

Thisis the average number of bits and packets transmitted per second in the past 5
minutes.

The five-minute input and output rates should be used only as an approximation of
traffic per second during a given 5-minute period.

These rates are exponentially weighted averages with atime constant of 5 minutes. A
period of four time constants must pass before the average is within 2% of the
instantaneous rate of a uniform stream of traffic over that period.

\packets input

\This is the total number of error-free packets received by the system.

bytes

This is the total number of bytes, including data and MAC encapsulation, in the
error-free packets received by the system.

no buffer

Thisis the number of received packets discarded because the main system has no buffer
space. Compare with ignored count.

LAN broadcast storms and bursts of noise on serial lines are often responsible for no
input buffer events.

broadcasts

This is the total number of broadcast or multicast packets received by the




interface.

runts

This is the number of packets discarded because they are smaller than the
medium’s minimum packet size.

giants

This is the number of packets discarded because they exceed the medium’s
maximum packet size.

CRC

This s the cyclic redundancy checksum that is generated by the originating LAN
station or far-end device that does not match the checksum calculated from the data
received.

On a LAN, thisusually indicates noise or transmission problems on the LAN interface
or the LAN bus. A high number of CRCs is usually the result of collisions or a station
transmitting bad data. Because collisions do not occur on a FDDI LAN during normal
operation, and FDDI does not support early token release, CRC errors are usually
caused by faulty equipment or stations that transmit bad data.

frame

Thisis the number of packets received incorrectly that have a CRC error and a non-
integer number of octets.

On a FDDI LAN, this can be the result of afailing fiber (cracks) or a hardware
malfunction.

overrun

This is the number of times that the serial receiver hardware was unable to
hand received data to a hardware buffer because the input rate exceeded the
receiver’s ability to handle the data.

ignored

Thisis the number of received packets ignored by the interface because the interface
hardware ran low on internal buffers. These buffers are different from the system




buffers mentioned previously in the buffer description.

Broadcast storms and bursts of noise can cause the ignored count to be increased.

packets output

This is the total number of messages transmitted by the system.

bytes

This is the total number of bytes, including data and MAC encapsulation,
transmitted by the system.

underruns

This is the number of transmit aborts (when the router cannot feed the
transmitter fast enough).

output errors

This is the sum of all errors that prevented the final transmission of datagrams
out of the interface being examined. Note that this might not balance with the
sum of the enumerated output errors. Some datagrams can have more than
one error, and others can have errors that do not fall into any of the specifically
tabulated categories.

\collisions

\This statistic is always zero because a FDDI ring cannot have collisions.

interface resets

This is the number of times that an interface has been reset. The interface can
be reset by the administrator or automatically when an internal error occurs.

restarts This should always be zero for FDDI interfaces.

transitions This is the number of times that the ring made a transition from ring operational
to ring non-operational, or vice versa. A large number of transitions indicates a
problem with the ring or the interface.

traces Trace count applies to FCI, FCIT, and FIP. Traces indicates the number of
times that this interface started a trace.

claims This pertains to FCIT and FIP only. Claims indicates the number of times that

this interface has been in claim state.




beacons This pertains to FCIT and FIP only. It indicates the number of times that the
interface has been in beacon state.

Protocol This is the protocol that is operating on the interface.

Pkts In This is the number of packets received for that protocol.

Chars In This is the number of characters received for that protocol.

Pkts Out This is the number of packets transmitted for that protocol.

Chars Out This is the number of characters transmitted for that protocol.

Some important "early warning" information can be obtained by the output displayed from the show interface fddi
port command.

The following output is used to demonstrate these early warning signs of potential network issues.:

Fddi O is up, line protocol is up

Hardware is cBus Fddi, address is 0000.0c06.8de8 (bia 0000.0c06. 8de8)

| nternet address is 131.108.33.9, subnet mask is 255.255.255.0

MIU 4470 bytes, BW 100000 Kbit, DLY 100 usec, rely 255/255, |oad
1/ 255

Encapsul ati on SNAP, | oopback not set, keepalive not set

ARP type: SNAP, ARP Ti nmeout 4:00:00

Phy-A state is active, neighbor is B, cnt signal bits 008/ 20C, status
| LS

Phy-B state is connect, neighbor is unk, cnt signal bits 20C/ 000,
status Q.S

ECMis insert, CFMis c wap a, RMI is ring_op



t oken rotation 5000 usec, ring operational 1d01
Upst ream nei ghbor 0000. 0c06. 8b7d, downstream nei ghbor 0000. 0c06. 8b7d
Last input 0:00:08, output 0:00:08, output hang never
Last clearing of "show interface" counters never
Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec
Five mnute output rate 76000 bits/sec, 51 packets/sec
852914 packets input, 205752094 bytes, 0 no buffer
Recei ved 126752 broadcasts, O runts, 0 giants
O input errors, 124823 CRC, O frane, O overrun, O ignored, 0O abort
8213126 packets output, 616453062 bytes, 0 underruns

O output errors, O collisions, 4 interface resets, 0 restarts
5 transitions, 0 traces

CRC Errors

No segments should have more than one CRC error per million bytes of data, or 0.0001 percent CRC errorson
each segment.

This can be represented by the following formula:

(CRCs / total bytes) x 100 < 0.0001%



In this example, the total amount of datais 11234818 bytes [Input Bytes (205752094) + Output Bytes (616453062)
= Total Bytes = (822205156)]. The total number of CRCs indicated is 124823.

852914 packets input, 205752094 bytes, 0 no buffer

Recei ved 126752 broadcasts, O runts, 0 giants

O input errors, 124823 CRC, O frame, 0O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, O underruns

O output errors, O collisions, 4 interface resets, 0 restarts

Using the previous formula (CRCs/ total bytes) x 100), you can determine the following:

(124823/822205156) » 100 = 0.015%

This is an unacceptable amount of CRC errors because the total here (0.015 percent) is greater than 0.0001 percent
of CRCs. An acceptable threshold would be 822 CRC errors (822205156 x 0.0001 percent = 822.2).

A high number of CRS errorsis usually an indication of excessive noise. In this case, the following actions should
be taken:

1. Check cables to determine whether any are damaged.
2. Look for badly spliced taps causing reflections.



3. Verify NIC connections, and if necessary, use a network analyzer to determine the source of the bad data. A
high number of CRCs can also be the result of a station transmitting bad data.

FDDI Ring Operations
On a FDDI segment, no more than one ring operation should occur per hour that is unrelated to ring insertion.

Although ring insertion statistics are not readily apparent, the number of ring transitions might derive the impact on
the FDDI LAN.

O output errors, O collisions, 4 interface resets, 0 restarts
5 transitions, 0 traces

Transitioning is not bad. The FDDI ring implements the link error monitor (LEM) that monitors each link for
errors and, if the rates of errors cross the threshold as determined by the CRC calculations, it is time to take the
FDDI ring down for out-of-service testing.

Also, the TVX (Valid Transmission Timer) times out in 2.5 ms or 3.4 ms, depending on implementation, if it does
not see tokens or valid frames on the ring. Therefore, the ring goes down and comes back up. Because the claim
resolution typically takes the order of milliseconds, transitioning does not affect upper layer operation because
those protocols take the order of seconds to timeout. If the ring has a persistent problem, one of the FDDI LAN
station’s beacons or the link upstream to that station has a problem.



A marginal link could be causing one station to time out after claiming the ring is stable for awhile. If these
transitions occur several times per minute, the upper protocols would be affected. A FDDI network analyzer would
also be useful at this point to isolate the source of the frequent transitions. Some of the more common analyzers are
Tekelec CHAM100, Digital Technology, Inc. LANHawk, Network General SNIFFER, HP Network Advisor, and
Wandel/Goltermann DA-30.

If out-of-service testing or network analysis yields inconclusive results, it is recommended that you open a case
with the Cisco TAC to have the issue further evaluated.

Output Queue Drops
On a Cisco router, the number of output queue drops should not exceed 100 in any hour.

No formulais available to determine this number. The output from the show interfaces fddi number provides this
information, as the following code demonstrates:

Last clearing of "show interface" counters never

Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec
Five mnute output rate 76000 bits/sec, 51 packets/sec

Output queue drops are registered if the interface is not able to clear up the queue as fast as the router is queuing
them for transmission.



NOTE

The IOS 10.0 and higher code has two output processes, and the 9.1 (9.14) lower code has only one output process.

Drops indicate that the router is overpowering the interface. On a LAN, thiswould likely be a busy or congested
LAN segment, preventing frames from getting out on the wire. These frames usually carry data packets that would
be mainly processed-switched in the router, such as routing updates, Novell SAPs, access list control, and helpers.

NOTE

If many SAPs need to be sent out, the output process is busy just sending SAPs. This can result in poor
performance of other applications of the router.

The output queue can be modified using the interface subcommand hold-queue xx out, where xx is a numeric
value. The default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e

Passwor d:

Rout er#: config t

Rout er(config)#interface fn [Where n is the FDDI interface nunber]
Rout er (confi g-if) #hol d- queue xx out

Input Queue Drops



On a Cisco router, the number of input queue drops should not exceed 50 in any hour.

No formulais available to determine this number. The output from the show interfaces fddi number provides this
information, as the following code demonstrates:

Last clearing of "show interface" counters never

Qut put queue 0/40, O drops; input queue 0/75, O drops
Five mnute input rate 5000 bits/sec, 1 packets/sec
Five mnute output rate 76000 bits/sec, 51 packets/sec

Input queue drops are registered if the incoming frame rate is faster than the outgoing frame rate; when this
happens, the queue is filled up. Incoming data from an interface gets into the input queue for further processing.
Looking at a FDDI interface, datais coming from the FDDI segment, not going out to it. After the queue is full, all
the subsequent incoming frames are dropped.

Drops indicate that the interface is overpowering the router. On a LAN, this would probably be the result of a busy
or congested LAN segment. Most likely, frames are being flooded onto the wire into the router’s interface.

The input queue can be modified using the interface subcommand hold-queue xx in, where xx is a numeric value.
The default for xx is 40. The command path to change this configuration is as follows:

Rout er >enabl e
Passwor d:



Rout er#: config t
Rout er(config)#interface fn [Where n is the FDDI interface nunber]
Rout er (confi g-if)#hol d-queue xx in

Ignored Packets

On a Cisco router, the number of ignored packets on any interface should not exceed more than (approximately) 10
inan hour.

No formulais available to determine this number. The output from the show interfaces fddi number provides this
information, as the following code demonstrates:

852914 packets input, 205752094 bytes, 0 no buffer

Recei ved 126752 broadcasts, O runts, 0 giants

O input errors, 124823 CRC, O frame, 0O overrun, O ignored, O abort
8213126 packets output, 616453062 bytes, O underruns

O output errors, O collisions, 4 interface resets, 0 restarts

Ignores are caused when the FDDI interface cannot place a packet into an incoming hardware buffer pool because
the router does not have enough hardware buffers to accept a packet.



If the ignores are due to bursty traffic, nothing can be done for the ignore issue in the configuration. If thisis
normal behavior on the network segment, consider upgrading to a more powerful router, such as a Cisco 7xxx
Series.

If upgrading is not an option, open a case with the Cisco TAC to have the issue further eval uated.
show interfaces FDDI number accounting

This command is entered from the privileged EXEC command interface on the Cisco router, and displays
information about protocol distribution with regard to the specified Token Ring interface.

The syntax for this command is as follows:
show i nterfaces fddi nunber accounting

where accounting is an optional parameter that displays the number of packets of each protocol type that has been
sent through the interface.

Rout er #show i nterfaces fddi 0 accounting

Rout er# show interfaces fddi 0 accounting

Fddi O

Pr ot ocol Pkts I n Chars In Pkts Qut Chars Qut
| P 7344 A787842 1803 1535774

Appl et al k 33345 4797459 12781 1089695

DEC MOP 0 0 127 9779



ARP 7 420 39 2340

To determine the protocol distribution percentage, divide the packets (input, output, or total) for the protocol in
guestion by the same parameter from the show interfaces fddi number output. For example, examine the
distribution for IP traffic using the previous output from a show interfaces fddi O accounting, combined with the
earlier output from show interfaces fddi 0, shown here:

2295197 packets input, 305539992 bytes, 0 no buffer

Recei ved 1925500 broadcasts, O runts, 0 giants

3 input errors, 34215 CRC, O franme, O overrun, O ignored, O abort
O input packets with dribble condition detected

3594664 packets output, 436549843 bytes, 0 underruns

Input Distribution Percentage

Input distribution percentage is the percentage of incoming I P packets as determined by the following formula:

(Protocol INPUTIT{HHI]NPUT) x 100 = P[’Ut(}ﬂ(}lDISTR]BUTI(}N G

Therefore, (7344/2295197) 100 = 0.32 percent. 0.32 percent of the total traffic input into this interface is IP traffic.



Output Distribution Percentage
Output distribution percentage is the percentage of outgoing | P packets as determined by the following formula:

(Protocolqyrpyt/Totalgyrpyt) X% 100 = Protocolpgrripution %

Therefore, (1803/3594664) 100 = 0.05 percent. 0.05 percent of the total traffic output from this interface is IP
traffic.

Total Distribution Percentage

Total distribution percentage is the percentage of total 1P packets as determined by the following formula:

(Protocolpypyrsoutpur/Totahypursourput) % 100 = Protocolpstripution

Therefore, (9147/5889861) x 100 = 0.16 percent. 0.16 percent of the total traffic input to and output from this
interface is I P traffic.

Buffer Misses
On any Cisco router, the number of buffer misses should not be more than (approximately) 25 in a given hour.

No formulais available to determine the number of misses. The output from the show buffersinterface provides
this information, as the following code demonstrates:



Buf fer el enents:
250 in free list (250 max al |l owed)
10816 hits, O m sses, O created

Smal | buffers, 104 bytes (total 120, pernmanent 120):
120 in free list (0O mn, 250 max all owed)
26665 hits, O msses, O trins, O created

M ddl e buffers, 600 bytes (total 90, permanent 90):
90 in free list (0O mn, 200 max al | owed)
5468 hits, 0 msses, O trins, O created

Big buffers, 1524 bytes (total 90, permanent 90):
90 in free list (0O mn, 300 max al | owed)
1447 hits, O msses, O trins, O created

Large buffers, 5024 bytes (total 0, pernmanent 0):
Oinfreelist (0O mn, 100 nmax all owed)
O hits, O msses, O trins, O created

Huge buffers, 12024 bytes (total 0, pernanent 0):
Oinfree list (0 mn, 30 nmax all owed)
O hits, O msses, O trins, O created

O failures (0 no nenory)

Although the number of buffer misses per hour should not exceed 25, as arule, misses are okay as long as
"failures" shown at the bottom of the show buffers display is not incrementing.

A buffer miss identifies the number of times that a buffer has been requested but no more buffers were available in
the free list. A buffer failure identifies the number of failures to grant a buffer to a requester under interrupt time.



(The router can create new buffers at process-switching level; consequently, afailure only occurs if no memory
exists.) The number of "failures’ represents the number of packets that have been dropped due to buffer shortage.

Sometimes, the corrective action is adding router memory, and other times the corrective action might be more
extensive, such as tuning the buffer parameters. Before you perform any type of buffer-tuning action, open a case
with the Cisco TAC to have the issue further evaluated.

show processes cpu

The show pr ocesses cpu command displays information about the active processes in the router and their
corresponding CPU utilization statistics. Following is an example of the output. Note, however, that thisis not a
complete list, and the processes that are running vary for each system:

CPU utilization for five seconds: 8% 4% one mnute: 6% five m nutes:
5%

PID Runtine(ns) |nvoked uSecs 5Sec 1M n 5Mn TTY Process

1 384 32789 11 0.00% 0.00% 0.00% O Load Meter
2 2752 1179 2334 0.73% 1.06% 0.29% 0 Exec
3 318592 5273 60419 0.00% 0.15% 0.17% 0 Check heaps
4 4 1 4000 0.00% 0.00% 0.00% O Pool
Manager
5 6472 6568 985 0.00% 0.00% 0.00% O ARP | nput
6 10892 9461 1151 0.00% 0.00% 0.00% O IP Input
7 67388 53244 1265 0.16% 0.04% 0.02% O CDP

Pr ot ocol



8 145520
Backgr ound

9 3356
Server

10 32
Backgr ound

11 42256
Jobs

12 189936
Peri odi c

13 3248

14 168
| oad avgs

15 152408
Jobs

16 0
| nput

17 6352
Tr ee

18 4
Moni t or

19 7696
Backgr ound

20 18484

21 2824

166455

1568

5469

163623

163623

6351
32790

2731

2

163952

2

2745

330791
9266

874

2140

258

1160

511

55806

38

2000

2803

55
304
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. 00%
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. 00%
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. 00%
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. 00%

. 00%

. 00%
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. 00%
. 00%
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. 00%

. 00%

. 00%

. 00%

. 00%
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BOOTP
Net

Per - Second

Net
Net | nput
Conput e

Per-m nute
HyBri dge
Spanni ng
Tbri dge

| P- RT

BGP Rout er
BGP 1/ 0O



22 520 2771 187 0.00% 0.03% 0.00% 0 BGP Scanner
23 0 1 0 0.00% 0.00% 0.00% O OSPF Hello
24 8 6 1333 0.00% 0.02% 0.00% 0O OSPF Router

Table 9-4 describes the fields in the show processes cpu output.

Table 9-4. show processes cpu Field Description

Field Description
CPU utilization for |The CPU utilization for the past five seconds. The first number indicates the total;
five seconds the second number indicates the percent of CPU time spent at the interrupt level.
one minute The CPU utilization for the past minute.
five minutes The CPU utilization for the past five minutes.
PID The process ID.
Runtime (ms) The CPU time that the process has used, expressed in milliseconds.
Invoked The number of times that the process has been invoked.
uSecs The microseconds of CPU time for each process invocation.
5Sec The CPU utilization by task in the past five seconds.
1Min The CPU utilization by task in the past minute.
5Min The CPU utilization by task in the past five minutes.
TTY The terminal that controls the process.
Process The name of the process.

CPU Utilization



On any Cisco router, the 5-minute CPU utilization rate should be less than 75 percent.

No formulais available to determine the 5-minute CPU utilization rate. The output from the show pr ocesses cpu
provides this information, as the following code demonstrates:

CPU utilization for five seconds: 8%/4%:; one minute: 6%: five minutes: 5%

If the CPU utilization is continually over 75 percent, you might want to consider upgrading your router dividing
the traffic between multiple routers. Prior to making these changes, it is necessary to get an assessment of what is
causing the CPU load. It might be a particular protocol or other process. The output from the show processes cpu
command lists all active processes on the router and the load that each process is placing on the CPU. If the router
is not busy, then what can be seen are some abnormalities in the network (broadcast storms, flapping routes).

If CPU utilization is greater than 75 percent, Cisco recommends checking for an 1OS bug.

NOTE

Y ou can use Cisco’s online software center to verify the status of an |OS release
(http://www.cisco.com/kobayashi/releases/Release _notes.html).

FDDI Network Analysis

Before raw data analysis can begin, it is necessary to review the formulae that are used to determine thresholds and
measurements for 100 Mbps FDDI LANSs.

FDDI Bit Times (Propagation Delay)



The bit duration for 200 Mbps FDDI is 1/200000000, or 1 x 10°® seconds. As derived from the speed of light, the
time it takes for electrons to traverse 1,000 feet of cable is 1.02 x 10°® seconds. The propagation delay of a cable
segment can be converted into bit times by using the following formula:

(Electron Speed)/(FDDI Bit Time) = Propagation Delay (measured in bit times)

For 100 Mbps FDDI LANs with 1,000 feet of cable, the propagation delay can be determined as follows:

(1.02 % 10°9/(1 x 1078) = 102 bit times

NOTE

The speed of light in a vacuum, which is without impedance, is 186,000 miles per second. With 5,280 feet in a
mile, the speed of electrons is equivalent to 982,080,000 feet per second (186,000 miles per second x 5,280 feet per
mile), or approximately 982 feet per microsecond. It would take 1.02 x 10°° seconds for an electron to travel 1,000
feet of cable (1000/982 x 10°).

FDDI Network Performance
To approximately model and predict the performance of a FDDI LAN, you must account for certain variables:

Number of hosts on the LAN segment



Total cabling length
Dataframe size

Following is the process used to determine the effective operating throughput of a 100 Mbps FDDI LAN. These
formulae do not include protocol overhead from upper-layer protocols because these are considered part of the data
payload in the FDDI frame.

FDDI Propagation Delay Equation

Given a FDDI LAN with N hosts, a free token circulates around the ring an average of N/2 hosts until it is seized
and turned into a start-of-frame delimiter.

Each host adds a 2.5 hit-time delay to examine the token. A bit time on a 100 Mbps FDDI LAN equatesto 1 x 10°®
seconds; therefore, each host introduces a delay of (2.5) x (1 10®), or 2.5 x 10°® seconds.

A token consists of four bytes (32 bits), requiring 32 x 10°® seconds for the token to be placed onto the ring.

[(32) % (1 x 107 seconds/bit) = 32 x 10" seconds]

The time it takes for the token to be placed onto the ring and to circulate half the ring until it is seized by another
host is the sum of the product of steps 2 and 3. The time it takes is the result of the following equation:

[(N/2 % (2.5 % 10°8)) + (32 x 1078)]



After the token has been seized and converted into a start-of-frame delimiter, on the average it travels N/2 hosts to
its intended destination. A frame that contains 64 bytes of application data is in actuality 108 bytes because 44
bytes are FDDI protocol-related overhead. The time necessary to place the frame onto the ring is then represented
by the following formula:

[( 108 bytes) > (8 bits/byte) x (1 % 1078 seconds/bit) = B.64 x 10 seconds

If the FDDI network contains N hosts, the frame must pass through an average of N/2 hosts to reach its intended
destination. The time required for the frame to be placed onto and circulate half the ring can be derived from the
following:

[(8.64 x 10°%) + (N/2 % (2.5 x 1078 seconds))]

The total token and frame time then becomes:

[(N/2 % (2.5 % 1075 + (32 % 10°%) + (N2 % (2.5 % 10°%)) + (8.64 % 10 seconds)]

or

[(N) % (2.5 X 10°%) + (32 x 10°%) + (8.64 x 10 seconds)]



After the data frame has reached its intended destination, it must circulate through another (on average) N/2 hosts
to return to the originating host, which then removes the frame from the network. When this occurs, the originating
station generates a new token onto the network. The time it takes for the frame to circulate through half of the
network is then represented as [(N/2) x(2.5 x 10°® seconds)]. This time is then added to the time determined from
the previous step, deriving the following:

[(N % (9.375 x 1077)) + (32 % 10°3) + (8.64 x 10 seconds)]

To consider the effect of propagation delay time as tokens and frames flow in the network cabling, you must also
consider the sum of the ring length and twice the sum of all the lobe distances. The lobe distances must be doubled
because the tokens flow to and from each host on the lobe. Given that C is the cable length (in thousands of feet),
the time (in seconds) that it takes to travel across the ring is derived from the following:

[(N % (9.375 % 107)) + (32 x 10°%) + (8.64 x 107%) + ((1.02 x 10%) x O]

or

[(M = (9.375 = 10°7)) + (1.76 % It}'4J +1((1.02 % 10%) % C)], where N = the number of
hosts and C = cable length (measured in thousands of feet).



FDDI LAN Effective Throughput

To demonstrate how the previous equation can be applied, assume a[100 Mbps] FDDI LAN with 80 hosts and
5,000 total feet of cabling, N =80 and C = 5. Therefore, [(80 x (9.375 x 10-7)) + (8.64 x 10-6) + ((1.02 x 10-6) x
5)] = 0.00008874 or 8.874 x 10-5 seconds.

Therefore, in one second (1/(8.874 x 10” seconds) = 11269), 11269 information frames (64 bytes each) can move
around the network.

The effective operating throughput of this FDDI LAN can be measured as follows:

(11269 x (64 bytes x (8 bits/byte)) = 5.77 Mbps

It is a safe assumption that the frame rate on a FDDI LAN is larger than 64 bytes. In these instances, the formulae
are processed by first determining the time it takes to place the frame onto the wire, and then determining the
effective operating throughput of the FDDI LAN:

8 seconds/bit)

((Frame size in bytes) x (8 bits/byte) x (1 x 10
NOTE

The MTU of the interface determines the frame size. The MTU can be found by reviewing the output from the
show interfaces fddi number command in the privileged EXEC mode.



Using the example of 4470 data bytes in aframe, plus the additional 42 bytes due to FDDI protocol overhead, the
following is derived:

((4492) % (8) % (1 % 107%)) = 3.576 % 107* seconds [to transmit a data frame, resolving
into an approximate throughput of 99.98 Mbps|

Furthering the example, assume 80 hosts and 4,000 feet of cabling:

[(80 3 (9.375 3 10°77)) + (3.576 3 107 4 ((1.02 % 10°%) x 4)] = 3946723 bps, or 3.95
Mbps effective operating throughput

A Microsoft Excel spreadsheet is provided on the Cisco Press Web site (www.ciscopress.com/1587050390) so that
the variables N (Number of hosts), C (Cable length in thousands of feet), and Frame Length can be adjusted to
model a specific FDDI LAN environment.

FDDI Performance Model

To determine the bit time on a FDDI LAN, divide 1 by the total bandwidth on the ring; therefore, the bit time for a
100 Mbps FDDI LAN is 1/200000000 or 1 x 107,

As stated previously, each host adds a delay of 2.5 bit times. Given that B is the bit time as determined by the ring
speed and By is the bit time delay for each host, the following can be derived:



ByostpELAY = (2.5 X Bpymp)

The next step in the process is determining the amount of time it takes to place a token (32 bits) onto the ring.
Therefore:

TOKENgnGpLACE = (32 X Bppyp)

After the amount of time to place atoken on the ring is determined and the token has circulated around (on
average) half the ring N/2, where N is the number of hosts on the ring, represented as:

TOKENg; gy = ((N/2) X ByostpeLay) + TOKENRINGPLACE

then it can be determined how long it takes a data frame to circulate (on average) half the ring:

I:RAI'\'TE'[']ME = {“:RAP';IELEN[”'H] + 42_] x {3 x BT'M]‘:]‘ where FRAI\IJIL:’LENGTH 15
measured in bytes

Given on average that a FDDI frame must circulate through half the ring to reach its intended destination, the time
it takes (FRAMEsraveL) Can be represented as follows:



I:R"é"hl]]“:'l']i.r\"-"l'.'l. =((Nf2) = {BHUHT”H.:\Y” + FRA.ME“MH where |:RAME']'|M|_: 3
measured in seconds

Given the amount of time it takes for a frame to circulate around half the ring, the next step is to determine the
propagation delay of the network. Propagation delay is directly relational to the length of the network cabling (C,

in thousands of feet):

TIMEgapLe =((C) x (1.02 x 10°%)). where C is measured in thousands of feet

The frame rate of the FDDI LAN segment can then be computed as follows:
Frames per second = (I TIMEpqpa + TIMEg 51 g ), where TIME 15 denved from

||:{1'1R.'5|.r\'1}_':'|'|,:‘_“‘,| |".|..} + {JZ'IRAP\II E']']":.'\"-"l'_l.':l + {|"'ﬁ'l.lf2l:|} A BHI ]S'l'”]'.'l..'\'f':l]‘ where N is the number
ot hosts on the FDDI LAN segment.

Conseguently, you can determine the effective throughput by multiplying the frames per second by the number of
bits per frame (bytes multiplied by 8):

Effective Throughput = Frames per second = (Bytes per frame x 8 bits/byte)



The FDDI performance model is available as a Microsoft Excel spreadsheet on www.ciscopress.com/1587050390,
where the variables N (Number of hosts), C (Cable length in thousands of feet), and Frame Length can be adjusted
to model both 100 Mbps FDDI LAN environments.

Summary

This chapter has discussed Token Ring and FDDI network review and analysis.

After a Token Ring or FDDI network has been documented, the next step is to review the physical and logical
topology for any performance-impacting issues.

As discussed in Chapter 5, "Ethernet Network Review and Analysis," token-passing networks (such as Token Ring
and FDDI) are deterministic.

Chapter 10. ATM LAN Emulation (LANE)

LAN emulation (LANE) is one method used to extend broadcast domains across an ATM wide-area network
(WAN), regardless of the upper-layer protocols in use. LANE extends VLANSs (virtual LANS) through the ATM
WAN cloud inwhat is known as an Emulated LAN (ELAN).

ATM LANs do not operate in the traditional way that other LAN implementations do, where aLAN host sends
data frames at any time to one or multiple hosts on the LAN. Hostsonan ATM LAN must initiate a call setup
process prior to data transmission.

With this major difference among LAN architectures, the ATM Forum wanted to integrate ATM switches into the
conventional LAN architecture. This solution is known as LAN emulation, or LANE.



LANE meets these ATM Forum requirements:

LANE enables a set of systems that have ATM network interfaces (NICs) and are connected to ATM

switches to emulate a traditional LAN environment.

LANE enables Ethernet or Token Ring systems connected to traditional hubs and switches to interact with
ATM implementations as if they all belong to a single conventional LAN.

LANE also provides backward compatibility with existing higher-layer protocols and applications, making it
possible for existing network implementations to run across an ATM implementation without making
software changes. This implementation is possible because to the higher layers (OSI Layer 3, network layer,
and above), the LAN environment appears to be Ethernet or Token Ring.

NOTE

As of thiswriting, LANE does not support FDDI LAN implementations.

It is possible to build a high-performance LAN that spans multiple sites. Wide-area ATM can run at speeds that
meet or exceed the bandwidth available by these local-area networks.

Figure 10-1 illustrates Ethernet LANS, interconnected by ATM switches across an ATM WAN. Also depicted are
servers directly connected to each ATM switch.

Figure 10-1. Emulated LAN Spanning Across a WAN



Emulated LAN Environments
The following two components are essential to LANE functionality with ATM:

LAN Emulation Client (LEC) software resides on the end system.
LAN Emulation Server (LES) software resides on the switch.

The following list details the process of an LEC being added to an existing emulated LAN environment:

1. During theinitial boot sequence, the ATM adapter registers with the local switch and exchanges
management information.



2. Thelocal switch provides a prefix to the ATM adapter, which in combination with the MAC address of the
adapter, becomes the ATM address of the adapter. The local switch also providesits ATM address.
Thetwo ATM addresses are known, so the LEC establishes a virtual circuit connection (VCC) with the LES.
The LEC registersits ATM/IPIMAC address with the LES and joins the emulated LAN.

The LES then adds the new LEC to the ARP distribution tree.

The LEC now queries the LES for the broadcast/unknown server (BUS) for multicast receiving the BUS
address from the LES.

The LEC establishes a VCC with the BUS and registersits ATM/IP/MAC address to the multicast
distribution tree.

The LEC can now "talk" to other end systems by ARPing for the ATM address to the LES.

The LES does alookup and one of the following occurs:

o 0k~ W

~

© ©

- Upon ahit, the LES returns the address to the LEC.
- On amiss, the LES broadcasts the ARP with the expectation that an LEC will answer.

10.The response is then returned by the LES to the originating LEC.
11.At this point, a VCC is established between the two LECs and data traffic begins flowing.

LANE is used to create an emulated LAN. An emulated LAN (ELAN) comprises PCs, LAN switches, routers, and
bridges that have ATM interfaces and are directly connected to ATM switches. One ELAN can span several
interconnected ATM switches, and the same set of switches can support several ELANS, each identified by a
unigue name.

ELANs and VLANS share a close similarity. An ELAN can be part of alarger VLAN that spans multiple ATM
systems and traditional LAN implementations. InaVLAN environment, network administrators can configure an
ELAN to be a part of aparticular VLAN.



Like Ethernet and Token Ring NICs, an ATM NIC is assigned a unique 6-byte MAC LAN address, which is
essential for participating in an emulated LAN.

ATM’s virtual circuit-based environment is molded into a LAN-like environment through the implementation of
three special emulation servers. These emulation servers make it possible for aMAC frame to get from source to
its intended destination(s).

Figure 10-2 demonstrates how an existing application and LAN implementation can interconnect with another
application riding an ATM LANE implementation.

Figure 10-2. Existing LAN Host and ATM Host Interconnection
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Ethernet Emulated LAN Environments

Figure 10-3 illustrates an Ethernet LAN implementation that has ATM ELAN components. In this figure, each
Ethernet switch, as well as a pair of application servers, is connected to a backbone ATM switch. The hosts



attached to the Ethernet switches and to the hubs in the Ethernet collision domain can communicate with each other
and with the application servers directly connected to the ATM switch.

Figure 10-3. Emulated Ethernet LAN



The Ethernet switches relay traffic between the Ethernet and ATM LAN environments. These switches are referred
to as proxies because they relay traffic to and from ATM systems on behalf of the traditional LAN hosts.



Token Ring-Emulated LAN Environments

Figure 10-4 illustrates a Token Ring LAN implementation that has ATM ELAN components. The Token Ring
bridges are source-route bridges, directly connected to the ATM switch, as are the two application servers depicted
here. The traditional Token Ring LAN implementations, and L AN-attached hosts, are attached to the Token Ring
switches or source-route bridges. These hosts can communicate with each other or with the ATM-attached
application servers.

Figure 10-4. Emulated Token Ring LAN
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Aswith emulated Ethernet LANS, the Token Ring switches are known as proxies because they relay traffic
between the Token Ring LAN and ATM environments.



LAN Emulation Clients (LECSs)

A LANE hides the underlying ATM layers from higher-layer protocols. A device driver known as the LAN
emulation client (LEC) or LANE client performs this function.

NOTE

Every major operating system has device drivers for LANE clients.

To the upper layers (Layers 3 through 7) of the OSI model, the LANE client looks and acts like a traditional
Ethernet or Token Ring MAC operation. However, the LANE client sends its data through an ATM interface rather
than the broadcast medium of Ethernet or the token-based medium of Token Ring LAN implementations.

The LANE client performs several functions apart from data transmission:

It enrolls its associated system into an ELAN, tying the client to two emulation servers. One server handles
unicast operations and the other handles broadcast and multicast operations.

It queries the emulation server, asking for the ATM address(es) of the client’s intended destination(s).

It opensthe ATM circuit to the destination(s).

It exchanges frames from the destination(s) peer system(s).

When an upper layer protocol tells the LANE client to send a broadcast or multicast frame, the client forwards the
frame to the second emulation server, the BUS server. The BUS server relays the data frame(s) to the other
(intended) members of the ELAN.



LAN Emulation Servers (LESS)

Three LAN emulation servers are used in the ATM LANE environment:

LANE configuration server (LECS)— Assignsa LAN emulation client to a specific ELAN (emulated LAN).
LANE or LAN emulation server (LES)— Responsible for one emulated LAN and keeps track of both MAC
and ATM addresses of its ELAN members. A LANE client stays connected to this server so that the client

can ask for MAC-to-ATM address translations whenever necessary.
Broadcast/unknown server (BUS)— Delivers broadcast and multicast frames to hosts in the emulated LAN.
A client stays connected to this server so that broadcast and multicast frames can be sent and received at any

time.

Figures 10-5 and 10-6 illustrate both and Ethernet and Token Ring emulated LAN with LANE clients and servers.

Figure 10-5. Ethernet ELAN with Clients and Servers



Time amulation servers:

- LAME Coenfiguration Server

- LAME Sarver for Etharnet ELAN
- LAME BUS for Etharnet ELAN

Figure 10-6. Token Ring ELAN with Clients and Servers



Time emulation servarns:

- LAME Configuration Server

- LAME Server for Etharnat ELAN
- LANE BUS for Ethermat ELAN

The three emulation servers are depicted here as being located in the ATM switch. These three servers can be
located in a switch or router system, or spread across different network environments. Each ELAN host knows how
to reach each of these servers when necessary.



LAN Emulation Configuration Server (LECS)

The manner in which the LANE client interacts with the configuration server is simple. The client opensan ATM
circuit to the server and announces its ATM address. The client can also provide additional parameters that the
server can use to determine to which ELAN the client should be assigned.

The additional parameters include the following:

The type of ELAN the client wants to join, such as Ethernet or Token Ring
The name of ELAN the client wantsto join

The maximum frame size the client can support

The client's MAC address

The Layer 3 address

The LECS will respond to the client with the following configuration information:

The ATM address of a specified LANE server

The ELAN type, such as Ethernet or Token Ring, to which the client has been assigned
The ELAN name to which the client has been assigned

The maximum ELAN-supported frame size

A single LECS can support an entire network; however, from aredundancy standpoint, it is advisable to deploy at
least two LECS to share tasks.

Configuration Server Implementation



When implementing an LECS server, the administrator must perform several tasks, based on the pairing of the
ELAN and the ATM address of the ELAN server.

After the pairing of the ELAN and the ELAN server (LES), the client assignment criteria must be entered into the
LECS configuration database. Following is alist of some recommendations:

Enter one ELAN name, and assign all clients to this ELAN by defaullt.

Assign aclient to an ELAN when the client requests that specific ELAN.

Assign aclient to an ELAN based on the client's ATM address. If this recommendation is implemented, the
ATM address for each client and its respective ELAN must be configured.

Implement two ELANS: an Ethernet implementation and a Token Ring implementation. Clients are then
assigned based on the type of requested ELAN.

Configuration Server Location

Prior to operation, the client must determine which one of the following three methods it can use to contact its
configuration server.

Use awell-known ATM group address that has been reserved for configuration servers:
- Hexadecimal address:
4700790000000000000000000-00A09EO00001-00

Obtain the configuration server’s address during client system initialization. This address acquisition is
accomplished using the integrated local management interface (ILM1I) protocol.



When the client system is implemented, a permanent virtual circuit (PVC) is set up that is automatically
activated when the client comes online. This PV C must have the following address parameters: V PI=0,
VCI=17.

This last method is the preferred method for client configuration. When the client contacts the configuration server,
the ATM address of its LANE server is retrieved.

LAN Emulation or LANE Server (LES)

After the client has the address of its LANE server, it is prepared to join an ELAN. First, the client must open a
connection with the LANE server. This connection is known as the client’s control-direct virtual channel
connection.

The client and LANE server exchange ajoin request and response. The client has the option of including its MAC
address with its join request, or it can announce its MAC address via a separate register request after the join has
been completed.

Some clients are configured with more than one MAC address. These clients can announce multiple MAC
addresses in a series of register requests.

If the client is connected via Ethernet or Token Ring bridge or switch, the bridge or switch will indicate that it isa
proxy. The bridge or switch will register its own address but will also indicate that it represents other clients whose
MAC addresses will not be registered. Data traffic to these clients will be relayed viaan ATM connection to the
identified proxy.



InaToken Ring LAN environment, the source route bridge can register its route descriptor in lieu of, or in addition
to, its MAC address. In this case, the LANE server maintains a list of source route descriptors in addition to the
MAC and ATM addresses.

The following is accomplished upon completion of the client and server "join and register” steps:

The server knows the ATM and MAC addresses of the client.

The client has been given authoritative values of the ELAN name, LAN type, and maximum frame sizes
supported.

The client might have been assigned a LAN emulation client ID (LECID), a unique 2-byte identifier. The
client includes this identifier in all its information frames. Some LAN servers do not assign LECIDs.

The server knows whether the client acts as an end system or as a proxy (bridge or switch).

Address Resolution (LE ARP)

LANE servers build a database that contains the MAC-to-ATM address translation tables for systems that have
joined its ELAN. This database construction puts the LANE server in an ideal position to assist LANE clients who
need a map for a destination MAC address to a destination ATM address, to initiate an ATM connection, and
subsequently, to exchange data frames across this connection. This MAC-to-ATM address discovery processis
known as address resol ution.

After aclient hasjoined an ELAN, it maintains itsinitial connection to its LANE server. The client will send
address resol ution requests, known as LAN emulation ARP requests (LE ARP requests), across the connection and
receive the appropriate LE ARP responses from the server on the same connection. This connection is known as
the control-distribute virtual channel connection.



Although this virtual connection might be point-to-point, implementing a point-to-multipoint, or multicast,
operation might be more efficient than a separate point-to-point connection between each client.

Broadcast/Unknown Server (BUS)

A client sends broadcasts and multicasts by linking to the broadcast/unknown server (BUS). To get the ATM
address of the BUS, the client sends an LE ARP query to its LANE server. This query asks for the ATM address of
the system(s) corresponding to the broadcast MAC address.

NOTE

The broadcast MAC address, represented in hexadecimal, is FF-FF-FF-FF-FF-FF.

Upon receipt of the BUS's ATM address, the client opens an ATM connection and uses this connection to send its
broadcast and multicast frames. This connection is known as the multicast-send virtual channel connection.

If the local LANE server does not have a destination MAC address in its database, it will not be able to complete
the MAC-to-ATM address translation. In this case, the client can ask the BUS to flood the frame out all
connections.

After the client has connected to the BUS, the BUS will open a separate connection used to deliver broadcast,
multicast, or flooded frames to the client. This connection, illustrated in Figure 10-7, is known as the multicast-
forward virtual channel connection.

Figure 10-7. ATM BUS Multicast Operation



Broadcast/Unknown Server

Multicast Frame Delivery

ATM LANE Protocol

The LANE protocol comprises four elements:

ATM addresses

Integrated local management interface (ILMI) for ATM address initialization
LANE data frame format

LANE protocol control frame functions and formats

NOTE

ATM addresses and ILMI are elements of the ATM protocol found in both LANE and WAN implementations.



ATM Addresses

Several formats are defined for ATM addressing. Despite this variation in formats, a common trait can be found.
ATM addressing is hierarchical, meaning that the address defines a network range and a host on that defined
network. ATM addresses, asillustrated in Figure 10-8, are known as E.164, or NSAP, addresses.

Figure 10-8. E.164 Address Format

High-Order End System
Address Type E. 164 Address Domain-Specific| Identifier (ESI) Selactor
(1 Byte) (8 Bytes) Part (MAC Address) (1 Byte)
{4 Bytes) (6 Bytes)

ATM address frames are 20 bytes in length, and are broken down as follows:

Address type— The initial byte indicates the type of address used. In this instance of using E.164 addressing,
this byte will be represented as 01000101.

E.164 address— The next 8 bytes are the E.164 address. This address is a standard E.164 number and is
generally used to reach the destination site across the wide-area network (WAN).

High-order domain-specific part— The next 4 bytes are used to identify a specific switch at the destination
site.

End system identifier (ESI)— These 6 bytes identify the end system, or host, and typically use the MAC
address.

Selector (SEL)— This byte at the end plays no role in the routing of an ATM call. The use of this byte has
not been standardized and is often used by ATM vendors for proprietary implementations, such as
differentiating among multiple LANE servers at the same site.



The ATM Forum defined an address format based on the structure of the OSI network service access
point (NSAP) addresses.

The 20-byte NSAP-format ATM addresses are designed for use within private ATM networks. Public
networks typically use E.164 addresses, which are formatted as defined by ITU-T. The ATM Forum
has specified an NSAP encoding for E.164 addresses, which is used for encoding E.164 addresses
within private networks, but this address can also be used by some private networks.

Such private networks can base their own (NSAP format) addressing on the E.164 address of the public
UNI to which they are connected and can take the address prefix from the E.164 number, identifying
local nodes by the lower-order bits.

All NSAP-format ATM addresses consist of three components: the authority and format identifier
(AFI), the initial domain identifier (IDI), and the domain specific part (DSP). The AFI identifies the
type and format of the IDI. The IDI, in turn, identifies the address allocation and administrative
authority. The DSP contains actual routing information.

Three formats of private ATM addressing differ by the nature of the AFI and IDI. In the NSAP-
encoded E.164 format, the IDI is an E.164 number. In the DCC format, the IDI is a data country code
(DCC), which identifies particular countries, as specified in 1SO 3166. (See Appendix C, "List of ITU-
TX.121 Data Country or Geographical Codes," for more information.) The SO National Member Body
administers such addresses in each country. Inthe ICD format, the IDI is an international code
designator (ICD), which is allocated by the | SO 6523 registration authority (the British Standards
Institute). ICD codes identify particular international organizations.

The ATM Forum recommends that organizations or private-network service providers use either the
DCC or ICD formats to form their own numbering plan.




ILMI Initialization

ATM uses SNM P messages to implement integrated local management interface (ILM1) procedures. ILMI
procedures are general ATM procedures and are not specificto ATM LANE.

The following occurs during ILMI initialization:

The endpoint system obtains the first 13 bytes of its ATM address from its associated switch (address type,
E.164 address, and domain-specific part).

The system completes its own ATM address by registering its MAC address at the ATM switch.

The system and its associated switch exchange configuration settings and select a common set of parameters
that both systems are capable of supporting.

A system can also determine the addresses of the LANE configuration server vialLMI.

ATM switches continually use ILMI to periodically poll their connections and verify that the link’s distant end
stations are still functioning.

NOTE

ILMI messages are SNM P requests that are carried as AALS5 payloads, not needing UDP or IP as traditional SNMP
requests require.

LANE Data Frames

Figure 10-9 illustrates the format of an Ethernet frame that is carried via an AALS frame. The Ethernet frame does
not include a frame check sequence (FCS) because the AALS Trailer's CRC value provides error checking.



Figure 10-9. LANE Ethernet Frame

LAM Emulation Client 1D
(2 Bytes)

Destination MAC Address
(6 Bytes)

Source MAC Address
(6 Bytes)

Type or Length
(Type = 2 Bytes)
(Length, LLC, and SNAP = 8 Bytes)

Data Information

AALS Trailer
(8 Bytes)

Ethernet frames sent between a pair of ATM clients can be larger than traditional Ethernet frames, up to the size of
Token Ring frames.



Using large frames with ATM-to-ATM communication is an efficient use of the link; however, these same large
frames cannot be supported when an ATM client communicates with atraditional Ethernet LAN client.

LANE Control Frames

The configuration-direct connection between an ATM LANE client and a LANE configuration server, and the
control-direct and control-distribute connections between an ATM LANE client and its LANE server, are used to
set up and maintain the ATM LANE environment. Ordinary data frames are not carried across these connections
because they carry special control frames that contain a variety of requests and responses.

Table 10-1 lists these special control frames, along with a brief description.

Table 10-1. LANE Control Frames (LE = LAN Emulation)

Control Description

Frame
LE Configure Sent by a client wanting to join an ELAN that needs to determine the ATM address of its
Request LANE server.
LE Configure Provides the address of a LANE server, along with any predefined optional parameters.
Response
LE Join Sent to a LANE server by a client that wants to join an ELAN.
Request
LE Join Sent by a LANE server. If the client has been accepted, the server provides the name of
Response the ELAN, the ELAN type, the maximum frame size, and if predefined, the optional

client's LANE identifier.

LE Register Sent by a client to register a MAC address or a Token Ring route descriptor.




Request

LE Register | Acknowledges the registration.

Response

LE Unregister Sent by a client to withdraw a registration, such as when detaching from a network.

Request

LE Unregister Acknowledges the unregistration.

Response

LE ARP Sent by a client that wants to know the ATM address corresponding to a given MAC

Request address. If the LANE server does not know this information, it will forward the request out
all interfaces to all clients (known as flooding).

LE ARP Provides the ATM address corresponding to a given MAC address.

Response

Ready Sent by a caller as soon as it is ready to receive data frames on a newly established

Indication connection.

\Ready Query \Sent by a called party if it has not yet received an expected Ready Indication.

LE Flush Sent by a client to clear a connection. The client waits for a response before sending

Request more data frames over the connection.

LE Flush Sent in response to a Flush Request.

Response

LE NARP Sent by a client to announce that its MAC-to-ATM address pairing has changed.

Request

LE Topology Sent by a LANE client in a transparent bridge to its LANE server. It announces that the

Request client has sent a Configuration BPDU to the BUS and indicates whether a Spanning Tree
topology change is occurring. The server forwards the message to other clients.




LANE Control Frame Format
Figure 10-10 illustrates the construction of the LANE control frame.

Figure 10-10. LANE Control Frame Format



Control Frame Marker

Protocol Version

Op-Code: Type of Control Frame (2 Bytes)

Status

Transaction Identifier (4 Bytes)

Requester LAN Emulation Client 1D (2 Bytes)

Flags (2 Bytes)

Source MAC Address or Token Ring Route Descriptor
(8 Bytes)

Destination MAC Address or Token Ring Route Descriptor
(8 Bytes)

Source ATM Address (20 Bytes)

LAN Type (1 Byte) Max Frame Size (1 Byte)

Number of TLV Fields (1 Byte)| Size of ELAN Name (1 Byte)

Destination ATM Address (20 Bytes)

ELAN Name (32 Bytes)

Sequemce of Type-Length-Value (TLV) Fields

The LANE control frame comprises the following fields:



Control Frame Marker— Hexadecimal FF-00 indicates that this item is a control frame.

Protocol— Hexadecimal 01 is used to identify the ATM LANE protocol.

Version— ldentifies ATM LANE protocol version 1 or version 2.

Op-Code— I|dentifies the type of control frame, such as a configuration, join, or ARP request.

Status— Usually set to Hexadecimal 00-00 in successful request and response messages; otherwise, this
field reports a problem.

Transaction ID— Used to match a response to its associated request.

Requester-LECID— The LAN emulation client ID of the client making a request. If the client's identifier is
unknown, the value is set to Hexadecimal 00-00.

Flags— Indicates miscellaneous facts, such as whether the sender of the frameisaLAN switch or a router
proxy client.

Source— The source MAC address associated with the message or the Token Ring route descriptor that
identifies a client that is a source route bridge.

Destination (Target)— The destination M AC address associated with the message or the Token Ring route
descriptor that identifies a client that is a source route bridge.

Source ATM Address— The ATM address of the frame source.

Destination (Target) Address— The ATM address of the frame destination, or target.

LAN Type— Hexadecimal values specify the following:

- 00— Unspecified
- 01— Ethernet
- 02— Token Ring



LANE Version 2

LANE Version 2 adds some features to version 1:

Quality of service (QoS) parameters

Capability to implement multiple instances of each server type for redundancy (accomplished viathe server
cache synchronization protocol, or SCSP)

Improved handling of multicast traffic

The introduction of QoS alows a LANE client to register the service categories it is willing to accept for incoming
calls. Callers can set up multiple connections to a destination system with a different QoS on each connection,
supporting different applications, such as multimedia, voice, or traditional data.

LANE Version 2 defines standard protocols that support communication between servers to coordinate their
activities. LANE Version 1 suffers from the fact that the configuration, LANE, and BUS servers are single points
of failure. Some widely distributed ELAN systems must maintain long-haul connections to support the
participation of the server in an ELAN. Thislong-haul connection can become costly if the carrier is billing on a
usage rate (for example, cost per MB) rather than a fixed rate.

NOTE

Multiple LANE servers that coordinate their MAC- and ATM-address databases with one another can support
Version 2 ELANSs.



LANE Version 2 BUSes have access to the LANE server’s address database. M ultiple BUSes can be connected,
with each BUS responsible for flooding frames to connected systems. The LANE server database maintains a list
of all BUSes for the LAN. When aBUS floods a frame to all network hosts, it sends the frame to its connected
clients and to the other BUSes.

Version 2 BUSes can be considered "intelligent” in that if the BUS receives a client frame, it will forward the
frame to the intended receiver rather than flood the frame to all clients (asaVersion 1 BUS would behave).

LANE Version 1 multicast traffic is forwarded to all clients, leaving the client to determine if it should act on the
frame. LANE Version 2 multicast traffic is forwarded to a multicast group. LANE Version 2 clients can register
their membership to this multicast group and be assigned to a selective multicast server (SMS). SM Ss open and
maintain a point-to-multipoint connection to their clients and forward the multicast frames to the members of those
multicast groups.

Server Cache Synchronization Protocol (SCSP)

The server cache synchronization protocol (SCSP) is used to accomplish server redundancy with LANE Version 2
implementations. SCSP is defined by RFC 2334 and is responsible for the synchronization of the databases across
multiple LANE servers. The ATM Forum specification AF-LANE-0112.000 specifies SCSP's relation to LNNI.

NOTE

LNNI is LANE NNI, or LANE network-to-network interface, which is the interface between two LANE servers,
such as LES-LES, BUS-BUS, LECS-LECS, or LES-LECS.

Class of Service (CoS)



ATM virtual circuit connections comprise two components: a virtual path and a virtual channel. Two channels
exist for each virtual circuit—one channel for each direction, or flow, of traffic.

Virtual path identifiers (VPIs) identify ATM virtual paths, and virtual channel identifiers (VCls) identify virtual
channels.

Figure 10-11 illustrates the support of multiple virtual channels over a single virtual path.

Figure 10-11. ATM Virtual Path and Virtual Channels
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ATM supports five QoS modes across virtual circuit connections, as shown in Table 10-2.

Table 10-2. ATM Class of Service (CoS) Categories

Class of Service

Description
(CoS)




Constant bit rate
(CBR)

Provides constant bandwidth, delay, and jitter across the virtual connection. Typically used
for private line emulated services, such as that needed by multimedia, CAD/CAM, or
medical imaging. CBR is sometimes referred to as a circuit emulation service (CES).

An ATM VC configured as CBR can send cells at peak cell rate (PCR) at any time and for
any duration. Cisco encapsulation configuration is "all."

Variable bit rate
real-time (VBR-rt)

Provides a specified average bandwidth across the virtual connection. Used to support
delay-sensitive applications, such as voice or video. Voice or video is usually associated
with the isochronous services of CBR and compressed voice or video with this class.

Cisco encapsulation configuration is "aal5mux voice."

Variable bit rate
near-real-time
(VBR-nrt)

Provides a specified average bandwidth across the virtual connection. Used to support non-
delay-sensitive applications, such as data information or bursty LAN traffic.

Cisco encapsulation configuration is "aal5snap” (with traffic-shaping parameters) or
"aal5muxframe-relay."

Unspecified bit rate
(UBR)

Thisis a best-effort service, meaning that no bandwidth is specified across the connection
or delivery of service guaranteed.

Cisco encapsulation configuration is "aal5snap" (without traffic-shaping parameters).

Available bit rate
(ABR)

This is a best-effort service implemented in a different fashion from UBR. ABR
service provides continual feedback indicating how much bandwidth is available for
use. By throttling back as necessary, sending hosts avoid network congestion,
preventing traffic from being sent, but thrown away before it reaches its intended
destination. Typically, ABR service is used to support data applications where
delivery is important, but not necessarily in a near-real-time (nrt) environment.




VPI and VCI

VPI and VCI numbers are used to identify a circuit or path between two ATM switches. The VPI and VCI
identifiers have no impact, nor are they impacted, by an E.164 address. VPI and VCI numbers are used as a matter
of convenience when implementing permanent or switched virtual circuits across a WAN.

VPI and VCI numbers are used as a matter of convenience when implementing permanent or switched virtual
circuits across a WAN.

More will be discussed regarding VPIs and VClsin Chapter 18, "ATM Wide-Area Networking (WAN) and
MPOA."

LAN Emulation Applications

LANE can be deployed to connect Ethernet or Token Ring LANs viaATM, supporting connectivity requirements
for multimedia or other high-bandwidth applications across awide-area ATM network.

ATM LAN emulation network implementations can also be considered an alternative to Gigabit Ethernet
deployment, depending on the application requirements, including the need for wide-area connectivity.

LANE can also be used to create emulated LANS, or ELANS, that operate in the same fashion as virtual LANSs
(VLANS). With the implementation of EL ANS, broadcast domains can be larger than otherwise supported by the
native protocol, supporting applications that might otherwise be hindered by Ethernet’s distance constraints.



Summary

As stated earlier, LAN emulation (LANE) is one method used to extend broadcast domains across an ATM wide-
area network (WAN), regardless of the upper-layer protocolsin use. LANE extends virtual LANS (VLANS)
through the ATM WAN cloud in what is known as an emulated LAN (ELAN).

ATM LANSs do not operate in the traditional way that other LAN implementations do, where a LAN host sends
dataframes at any time to one or multiple hosts on the LAN.

LANE is used to create an emulated LAN. An emulated LAN (ELAN) comprises PCs, LAN switches, routers, and
bridges that have ATM interfaces and are directly connected to ATM switches. One ELAN can span several
interconnected ATM switches, and the same set of switches can support several ELANS, each identified by a
unigue name.

ELANs and VLANS share a close similarity. An ELAN can be part of alarger VLAN that spans multiple ATM
systems and traditional LAN implementations. InaVLAN environment, network administrators can configure an
ELAN to be a part of a particular VLAN.

The LAN emulation client (LEC) hides the underlying ATM layers from the higher-layer protocols (OSI Layers 3
through 7). A device driver known as the LAN emulation client (LEC) or LANE client performs this function.

Three LAN emulation servers are used in the ATM LANE environment:

LANE configuration server (LECS)— Assignsa LAN emulation client to a specific ELAN (emulated LAN).
LANE or LAN emulation server (LES)— Responsible for one emulated LAN and keeps track of both MAC
and ATM addresses of its ELAN members. A LANE client stays connected to this server so that the client
can ask for MAC-to-ATM address translations whenever necessary.



Broadcast/unknown server (BUS)— Delivers broadcast and multicast frames to hosts in the emulated LAN.
A client stays connected to this server so that broadcast and multicast frames can be sent and received at any
time.

The ATM LANE protocol comprises four elements:

ATM addresses

Integrated local management interface (ILMI) for ATM address initialization
LANE data frame formats

LANE protocol control frame functions and formats

Two versions of LANE are supported today, appropriately identified as LANE Version 1 and LANE Version 2.
LANE Version 2 adds some features not found in LANE Version 1:

Class of Service (CoS) parameters. CBR, VBR-rt, VBR-nrt, UBR, ABR

Capability to implement multiple instances of each server type for redundancy (accomplished viathe server
cache synchronization protocol, or SCSP)

Improved handling of multicast traffic

Chapter 11. ATM LANE Documentation, Review, and Analysis

After an Asynchronous Transfer Mode (ATM) LAN Emulation (LANE) network has been documented, the next
step isto review the physical and logical topology for any performance-impacting issues.

This chapter will also review the information provided by the Cisco router interface for any possible error
indications and corrective actions that might be required.



Effective Operating Rate

The effective operating rate is the total amount of bandwidth supported by the ATM service. The effective
operating rate is often confused with the effective throughput, which is the total amount of bandwidth available for
data transport.

Every twenty-seventh ATM cell is used for operational, administrative, and maintenance (OAM) activity and is not
available for data transport. This OAM overhead must be accounted for when determining the effective operating
rate for each ATM service.

Given the line-operating rate of the ATM service, such as 45 Mbps, 155 Mbps, or 622 Mbps, the OAM overhead
must first be accounted for. This is accomplished by the following formula:

[(Line Rate, or RateLINE / 27)] = OAM overhead

[(RateLINE - OAM overhead)] = Effective line operating rate (RateEFFECTIVE)

For example, given the following line rates, the effective operating rate is shown in Table 11-1.

Table 11-1. ATM Service Effective Operating Rate

ATM Line Rate (Rate,ng) \ OAM Overhead \ Effective Line Operating Rate (Rategrrective)




45 Mbps 1.67 Mbps 43.3 Mbps
155 Mbps 5.74 Mbps 149.26 Mbps
622 Mbps 23.03 Mbps 598.97 Mbps

ATM LANE Traffic Classes

As discussed in Chapter 7, "FDDI," four defined ATM adaptation layers (AAL) exist, each using a predefined cell
format for data segmentation. Table 11-2 maps these AALSs to their respective class-of-service/quality-of-service

(CoS/QoYS) and payload capacity.

Table 11-2. ATM Adaptation Layer (AAL) Traffic Classes

real-time (VBR-
rt)

AAL
Payload
Capacity
AAL CoS/QoS Mbps Description
AAL-1 Constant bit rate 132.81 Emulates TDM (isochronous) service as it provides
(CBR) constant bandwidth across the virtual connection. Typically
used for private line emulated services, such as multimedia,
CAD/CAM, or medical imaging.
AAL-2 Variable bit rate 129.98 Provides a specified average bandwidth across the virtual

connection. Used to support delay-sensitive applications,
such as voice or video.

AAL-3/4,5 Variable bit rate AAL3/4;

\Provides a specified average bandwidth across the virtual




near-real-time  124.33 connection. Used to support non-delay-sensitive
(VBR-nrt) applications, such as data applications.
AALS5;
~128.10
Unspecified Unspecified bit Is a best-effort service, meaning that no bandwidth is
rate (UBR) specified across the connection or delivery of service
guaranteed.
AAL-3/4 Available bit rate 124.33 Is a best-effort service implemented in a different fashion
(ABR) from UBR. ABR service provides continuing feedback to the
sending device advising how much bandwidth is available
for use. ABR is used to support data applications where
delivery is important, but not necessarily required in near-
real-time.
AAL-1/CBR

AAL-1 enables a CBR connection with source and destination timing relationships.

Effective Throughput of AAL1

AAL-1 uses a one-byte header within the cell payload, reducing the amount of available payload for data transport
from 48 bytes to 47 bytes.

The effective data throughput is determined by using the following formula. (See Table 11-3 for throughput

descriptions.)




[(RateEFFECTIVE) x (48 available bytes/53 total bytes)*] = Effective Line Throughput (LineEFFECTIVE)

*48/53 = 0.90566038

[(Linesrrective) X (47 available bytes/48 total bytes)*] = Effective Data Throughput

*47/48 = 0.97916667

Table 11-3. AAL-1 Effective Data Throughput

ATM Line Rate OAM Effective Line Operating Effective Line Effective Data
(Ratepng) Overhead Rate (Rategrrective) Throughput Rate Throughput
45 Mbps 1.67 Mbps 43.3 Mbps 39.22 Mbps 38.40 Mbps
155 Mbps 5.74 Mbps  149.26 Mbps 135.18 Mbps 132.36 Mbps
622 Mbps 23.03 Mbps 598.97 Mbps 542.46 Mbps 531.15 Mbps

AAL-2 / VBR-rt

AAL-2 enables time-dependent VBR-rt data to be transmitted between source and destination points.

Effective Throughput of AAL2



AAL-1 uses atwo-byte header within the cell payload, reducing the amount of available payload for data transport
from 48 bytes to 46 bytes.

The effective data throughput is determined by using the following formula. (See Table 11-4 for throughput
descriptions.)

[(RateEFFECTIVE) x (48 available bytes/53 total bytes)*] = Effective Line Throughput (LineEFFECTIVE)

*48/53 = (0.90566038

[(LineEFFECTIVE) x (46 available bytes/48 total bytes)*] = Effective Data Throughput

*46/48 =1(.95833333

Table 11-4. AAL-2 Effective Data Throughput

ATM Line Rate OAM Effective Line Operating Effective Line Effective Data
(Ratepng) Overhead Rate (Rategrrective) Throughput Rate Throughput
45 Mbps 1.67 Mbps 43.3 Mbps 39.22 Mbps 37.59 Mbps
155 Mbps 5.74 Mbps  149.26 Mbps 135.18 Mbps 129.55 Mbps
622 Mbps 23.03 Mbps 598.97 Mbps 542.46 Mbps 519.86 Mbps




AAL-3/4 | VBR-nrt
AAL-3/4 enables time-independent VBR-nrt data to be transmitted between source and destination points.
Effective Throughput of AAL3/4

AAL-3/4 uses afour-byte header within the cell payload, reducing the amount of available payload for data
transport from 48 bytes to 44 bytes.

NOTE

Compared to the traditional 48-byte payload, the 44-byte payload capacity of AAL-3/4 has adistinct adverse affect
on user data transfer in that less payload is available for user data, impacting the effective throughput.

The effective data throughput is determined by using the following formula. (See Table 11-5 for throughput
descriptions.)

[(RateEFFECTIVE) x (48 available bytes/53 total bytes)*] = Effective Line Throughput (LineEFFECTIVE)

#48/53 = 0.90566038

[(LineEFFECTIVE) x (44 available bytes/48 total bytes)*] = Effective Data Throughput



*44/48 = 0.91666667

Table 11-5. AAL-3/4 Effective Data Throughput

ATM Line Rate OAM Effective Line Operating Effective Line Effective Data
(Ratepng) Overhead Rate (Rategrrective) Throughput Rate Throughput
45 Mbps 1.67 Mbps 43.3 Mbps 39.22 Mbps 35.95 Mbps
155 Mbps 5.74 Mbps 149.26 Mbps 135.18 Mbps 123.92 Mbps
622 Mbps 23.03 Mbps 598.97 Mbps 542.46 Mbps 497.26 Mbps

AALS5 / VBR-nrt

AALS5 isasimplified version of AAL-3/4. AALS assumes the user sequences the data, eliminating the requirement
for sequence numbering and length indication fields.

Effective Throughput for AAL-5

Because AALDS places an 8-byte trailer in the cell payload of the last cell in a sequence, the effective throughput

varies depending on the number of cells in the transmission sequence. This range leads to three values for AALS
payload capacity (for a 155 Mbps line rate):

Average: 128.10 Mbps
Best Case (65535 cell sequence): 135.63 M bps
Worst Case (1 cell sequence) 113.03 Mbps




IOS Commands

The following Cisco 10S commands are used to gather configuration information regarding an ATM LANE
network environment.

show lane

The show lane command is used to display global and per-VCC LANE information for all the LANE components
configured on an interface or any of its subinterfaces, on a specified subinterface, or on an emulated LAN. See
Table 11-6 for the syntax and descriptions.

show | ane [interface atm card/subcard/ port[.subinterface-nunber] | nane
el an-nane] [brief]

Table 11-6. show lane Syntax and Description

| Syntax | Description

card/subcard/port Card, subcard, and port number for the ATM interface.
\subinterface-number \Subinterface number.

elan-name Name of emulated LAN. Maximum length is 32 characters.

brief Displays the global information, but not the per-VCC information.

Entering the show lane command is equivalent to entering the show lane config, show lane server, show lane
bus, and show lane client commands. The show lane command shows all LANE-related information except the
show lane database information.



Example
The following is sample output of the show lane command. (See Table 11-7 for output descriptions.)

Switch# show | ane

LE Client ATMO ELAN nane: al pha Admin: up State: operational

Cient ID 2

HW Addr ess: 0041.0bOa. 2c82  Type: ethernet Max Franme Size:
1516

ATM Addr ess: 47.00918100000000410B0A2C81. 001122334455. 00

VCD rxFranes txFranes Type ATM Addr ess
0 0 O configure
47.333300000000000000000000. 000111222333. 00
255 1 2 direct
47.333300000000000000000000. 001122334455. 00
256 1 O distribute
47.333300000000000000000000. 001122334455. 00
257 0 0 send
47.333300000000000000000000. 0000001111112. 00
258 0 0O forward
47.333300000000000000000000. 0000001111112. 00

LE Client ATMD.5 ELAN nane: alpha5 Admn: up State: operational



Client ID 2

HW Addr ess: 0041. ObOa. 2c82 Type: et hernet

1516

ATM Addr ess: 47.00918100000000410B0A2C81. 001122334455. 05

VCD rxFranes txFranes Type ATM Addr ess
0 0 0 configure

47.333300000000000000000000. 000111222333. 00

259 1 5 direct
47.333300000000000000000000. 001122334455. 05

260 7 O distribute
47.333300000000000000000000. 001122334455. 05

261 0 13 send
47.333300000000000000000000. 000000111111. 05

262 19 0 forward
47.333300000000000000000000. 000000111111. 05

VCD rxFranes txFranes Type ATM Addr ess
264 22 12 data
47.333300000000000000000000. 000011112222. 05

Table 11-7. show lane Command Field Descriptions

Max Frane S ze:

Field™ Description

LE Client Interface on which the LANE configuration server is configured.

LE Client identifies the following lines as applying to the LANE configuration




server. These lines are also displayed in output from the show lane lecs
command.

\config table

\Name of the database associated with the LANE configuration server.

State

State of the configuration server: down or operational. If down, a "down
reasons" field indicates why it is down. The reasons include the following:
NO-config-table, NO-nsap-address, NO-config-pvc, and NO-interface-up.

ATM Address

ATM address or addresses of this configuration server.

LE Server Identifies the following lines as applying to the LANE server. These lines
are also displayed in output from the show lane server command.

ATM Xx/x/x.x Interface or subinterface that this LANE server is on.

\ELAN name \Name of the emulated LAN (ELAN) served by this LE server.

State Status of this LANE server. Possible states for a LANE server include
down, waiting_ ILMI, waiting_listen, up_not_registered, operational, and
terminating.

Type Type of emulated LAN.

\Max Frame Size

\Maximum frame size on this type of LAN.

ATM Address

ATM address of this server.

Config Server ATM addr

ATM address used to reach the LANE configuration server.

control distribute: VCD 20, 2
members, 6 packets

Virtual circuit descriptor of the Control Distribute VCC.

proxy/ (ST: Init, Conn,
Waiting, Adding, Joined,
Operational, Reject, Term)

Status of the LANE client at the other end of the Control Distribute VCC.




lecid Identifier for the LANE client at the other end of the Control Distribute
VCC.

ST Status of the LANE client at the other end of the Control Distribute VCC.
Possible states are Init, Conn, Waiting, Adding, Joined, Operational,
Reject, and Term.

\VCD \Virtual channel descriptor used to reach the LANE client.

pkts Number of packets sent by the LANE server on the Control Distribute
VCC to the LANE client.

\Hardware Addr \MAC-Iayer address of the LANE client.

ATM Address ATM address of the LANE client.

LE BUS Identification of the following lines as applying to the LANE
broadcast/unknown server. These lines are also displayed in output from
the show lane bus command.

\ATI\/I XIXIX.X \Interface or subinterface that this LANE broadcast/unknown server is on.

ELAN name Name of the emulated LAN served by this broadcast/unknown server.

\State \Status of this LANE client. Possible states include down and operational.

Type Type of emulated LAN.

Max Frame Size Maximum frame size on this type of LAN.

\ATI\/I Address \ATM address of this LANE broadcast/unknown server.

data forward: vcd 22, 2 Virtual channel descriptor of the Data Forward VCC, number of LANE

members, 10 packets clients attached to the VCC, and number of packets transmitted on the
VCC.

lecid Identifier assigned to each LANE client on the Data Forward VCC.




VCD Virtual channel descriptor used to reach the LANE client.

Pkts Number of packets sent by the broadcast/unknown server to the LANE
client.

ATM Address ATM address of the LANE client.

LE Client Identification of the following lines as applying to a LANE client. These
lines are also displayed in output from the show lane client command.

ATM Xx/x/x.x Interface or subinterface that this LANE client is on.

ELAN name Name of the emulated LAN to which this client belongs.

State Status of this LANE client. Possible states include initialState,
lecsConnect, configure, join, busConnect, and operational.

HW Address MAC address, in dotted hexadecimal notation, which is assigned to this
LANE client.

Type Type of emulated LAN.

Max Frame Size Maximum frame size on this type of LAN.

ATM Address ATM address of this LANE client.

VCD Virtual channel descriptor for each of the VCCs established for this LANE
client.

rxFrames Number of frames received on the VCC.

txFrames Number of frames transmitted on the VCC.

Type Type of VCC; same as the SVC and PVC types. Possible VCC types are
configure, direct, distribute, send, forward, and data.

ATM Address ATM address of the LANE component at the other end of the VCC.




M The Configure Direct VCC is shown in this display as configure. The Control Direct VCC is shown as direct. The Control
Distribute VCC is shown as distribute. The Multicast Send VCC and Multicast Forward VC are shown as send and
forward, respectively. The Data Direct VCC is shown as data.

show lane bus

The show lane bus command is used to display detailed LANE information for the broadcast/unknown server that
Is configured on an interface or any of its interfaces, on a specified subinterface, or on an ELAN. (See Table 11-8
for syntax descriptions.)

show | ane bus [interface atm card/ subcard/ port[.subinterface-nunber] |
name
el an-nane] [brief]

Table 11-8. show lane bus Syntax and Description

Syntax Description

card/subcard/port Card, subcard, and port number for the ATM interface.

Subinterface-number Subinterface number.

elan-name Name of the emulated LAN. Maximum length is 32 characters.
Brief Keyword used to display the global information but not the per-VCC information.
Example

The following is sample output from the show lane bus command. (See Table 11-7 for field descriptions.)

Switch# show | ane bus interface atm3/0/0.1



interface atm 3/0/0.1

t ype Et hernet name: pubs AALS5- SDU | engt h: 1516
max franme age: 2 seconds rel ayed franes/sec: 116
NSAP: 45.000001415555121f.yyyy. zzzz. 0800. 200c. 1002. 01

|l ecid vcd cnt NSAP

* 80 659 45, 000001415555121f . yyyy. zzzz. 0800. 200c. 1002. 01

1 81 99 45. 000001415555121f . yyyy. zzzz. 0800. 200c. 1000. 01

5 89 41 45.000001415555122f . yyyy. zzzz. 0800. 200c. 1100. 01

6 99 101 45, 000001415555124f . yyyy. zzzz. 0800. 200c. 1300. 01

Table 11-9. show lane bus Command Field Descriptions
Field™ Description

Interface Interface or subinterface for which information is displayed.

type Type of emulated LAN interface.

name Name of the emulated LAN.

MTU Maximum transmission unit (packet) size on the emulated LAN.

AALS5- Maximum number of bytes in a LANE segment data unit (SDU) encapsulated in an ATM

SDU AALS frame. This length includes a 2-byte marker and a full Ethernet-like frame from the
destination MAC address field through the last byte of data. It does not include the Ethernet
CRC or FRC, which is not present on emulated LAN frames. The number does not include
the 8-byte AALS trailer in the last ATM cell of the frame or the padding between the last data
byte and the 8-byte trailer.

max frame After receiving a frame over Multicast Send VCC, the broadcast/unknown server must




age transmit the frame to all relevant Multicast Forward VCCs within this number of seconds.
When the time expires, the server discards the frame.

NSAP ATM address of this broadcast/unknown server.

Lecid Unique identifier of the LANE client at the other end of this VCC.

Vcd Virtual circuit descriptor that uniquely identifies this VCC.

Cnt For Multicast Send VCC, the number of packets sent from the client to the broadcast/unknown server.
For Multicast Forward VCC, the number of packets sent from the broadcast/unknown server clients.

NSAP For Multicast Send VCC, the ATM address of the LANE client at the other end of this VCC.

For Multicast Forward VCC, the ATM address of the broadcast/unknown server.

M The Configure Direct VCC is shown in this display as configure. The Control Direct VCC is shown as direct. The Control
Distribute VCC is shown as distribute. The Multicast Send VCC and Multicast Forward VC are shown as send and
forward, respectively. The Data Direct VCC is shown as data.

show lane client

The show lane client command is used to display global and per-VCC LANE information for all the LANE clients
configured on an interface or any of its subinterfaces, on a specified subinterface, or on an ELAN. (See Table 11-
10 for syntax descriptions.)

show | ane client [interface atm card/ subcard/ port[. subi nterface-nunber]

| nane

el an-nane] [brief | detail]

Table 11-10. show lane client Syntax and Description




Syntax Description

card/subcard/port Card, subcard, and port number for the ATM interface.

Subinterface-number Subinterface number.

elan-name Name of the emulated LAN. Maximum length is 32 characters.

Brief Keyword used to display the global information but not the per-VCC information.
Detail Keyword used to display backup server connection information.

Examples

The following is sample output from the show lane client command. (See Table 11-11 for field descriptions.)

Swit ch# show | ane client
LE Client ATMO ELAN nane: al pha Admn: up State: operational
Client ID 2

HW Addr ess: 0041. ObOa. 2c82 Type: et hernet Max Franme Size:
1516
ATM Addr ess: 47.00918100000000410B0A2C81. 001122334455. 00

VCD rxFranes txFranes Type ATM Addr ess

0 0 0O configure

47.333300000000000000000000. 000111222333. 00

255 1 2 direct
47.333300000000000000000000. 001122334455. 00

256 1 O distribute

47.333300000000000000000000. 001122334455. 00



257 0 0 send

47. 333300000000000000000000. 0000001111112. 00
258 1 0O forward

47. 333300000000000000000000. 0000001111112. 00

LE Client ATMD.5 ELAN nane: alpha5 Admn: up State: operational
Cient ID 2

HW Addr ess: 0041.0bOa. 2c82  Type: ethernet Max Franme Size:
1516

ATM Addr ess: 47.00918100000000410B0A2C81. 001122334455. 05

VCD rxFranes txFranes Type ATM Addr ess
0 0 O configure

47.333300000000000000000000. 000111222333. 00

259 1 5 direct
47.333300000000000000000000. 001122334455. 05

260 7 O distribute
47.333300000000000000000000. 001122334455. 05

261 0 13 send
47.333300000000000000000000. 000000111111. 05

262 20 0 forward
47.333300000000000000000000. 000000111111. 05

VCD rxFranes txFranes Type ATM Addr ess
264 22 12 data
47.333300000000000000000000. 000011112222. 05



Table 11-11. show lane client Command Field Descriptions

Field® Description

\Interface \Interface or subinterface for which information is displayed.

Name Name of the emulated LAN.

\MAC \MAC address of this LANE client.

type Type of emulated LAN, Ethernet, or Token Ring.

\I\/ITU \Maximum transmission unit (packet) size on the emulated LAN.

AAL5-SDU Maximum number of bytes in a LANE SDU that is encapsulated in an AAL5 frame. This

length length includes a 2-byte marker and a full Ethernet-like frame from the destination MAC
address field through the last byte of data. It does not include an Ethernet CRC (or FRC),
which is not present on emulated LAN frames. The number does not include the 8-byte
AALS trailer in the last ATM cell of the frame or the padding between the last data byte and
the 8-byte trailer.

NSAP ATM address of this LANE client.

VCD Virtual channel descriptor that uniquely identifies this VCC.

\errames \Number of packets received.

txFrames  Number of packets transmitted.

Type Type of VCC. This is the same as the SVC and PVC types. Possible VCC types are
configure, direct, distribute, send, forward, and data.

NSAP ATM address of the LANE component at the other end of this VCC.




M The Configure Direct VCC is shown in this display as configure. The Control Direct VCC is shown as direct. The Control
Distribute VCC is shown as distribute. The Multicast Send VCC and Multicast Forward VC are shown as send and
forward, respectively. The Data Direct VCC is shown as data.

show lane config

The show lane config command is used to display global LANE information for the ATM LANE configuration
server that is configured on arouter interface (see Table 11-12 for syntax descriptions).

show | ane config [interface atm card/ subcard/ port] [brief]

Table 11-12. show lane config Syntax and Description

Syntax Description
card/subcard/port Card, subcard, and port number for the ATM interface.
Brief Keyword used to display the global information, but not the per-VCC information.
Examples

The following is sample output from the show lane config command on a configuration server with two ATM
addresses:

Switch# show | ane config

LE Config Server ATM 1/0/0 config table: table State: operational
ATM Addr ess: 39. 000000000000000000000000. 000000000500. 00
ATM Addr ess: 39. 000000000000000000000000. 000000000500. 01




cunul ati ve total nunber of unrecogni zed packets received so far:0
cunul ati ve total nunber of config requests received so far: 10
cunul ati ve total nunber of config failures so far: O

The following code shows an operational server, even though the addresses are not completely registered. The first
addressis not registered with the ILMI, as indicated by the ilmi-state. The second address is not registered with
either the ILMI or the ATM signaling subsystem, as indicated by the atmsig-state.

Switch# show | ane config

LE Config Server ATM 1/0/0 config table: table State: operational

ATM Addr ess: 39. 000000000000000000000000. 000000000500.00 il m -

ATM Addr ess: 39. 000000000000000000000000. 000000000500.01 il m - atmsig-
cunul ati ve total nunber of unrecognized packets received so far:0
cunul ati ve total nunber of config requests received so far: 10

cunul ati ve total nunber of config failures so far: O

The following code displays some physical connectivity problems, resulting in the configuration server ATM
address being undetermined. Either the prefix was not obtained or it is not available. As aresult, the address cannot
be computed and the message "EXACT ADDRESS NOT YET SET (NO PREFIX?)" is displayed. (See Table 11-
13 for command field descriptions.)

Switch# show | ane config

LE Config Server ATM 1/0/0 config table: table State: operational
ATM Addr ess: EXEACT ADDRESS NOT YET SET (NO PREFI X ?) ilm - atmnsig-



actual user specified form...
cunul ati ve total nunber of unrecogni zed packets received so far:0
cunul ati ve total nunber of config requests received so far: O
cunul ati ve total nunber of config failures so far: O

Table 11-13. show lane config Command Field Descriptions

Field Description
LE Config Server Major interface on which the LANE configuration server is configured.
config-table Name of the database associated with the LANE configuration server.
State State of the configuration server: down or operational.

If down, the reasons field indicates why it is down. The reasons include the following:
NO-config
NO-nsap-address

No-interface-up

ATM address ATM address of this configuration server.

show lane database
The show lane database command is used to display the database of the configuration server.

Example




The following is sample output from the show lane database command. (See Table 11-14 for the command field
descriptions.)

Swi tch# show | ane dat abase

config-table: engandnkt - bound to interface/s: atm 1/0/0

default ELAN: none

ELAN eng: | es NSAP 45.000001415555121f.yyyy.zzzz. 0800. 200c. 1001. 01
LEC MAC 0800. 200c. 1100
LEC NSAP 45. 000001415555121f.yyyy.zzzz. 0800. 200c. 1000. 01
LEC NSAP 45. 000001415555121f.yyyy.zzzz. 0800. 200c. 1300. 01

ELAN nkt: | es NSAP 45.000001415555121f.yyyy.zzzz. 0800. 200c. 1001. 02
LEC MAC 0800. 200c. 1100
LEC NSAP 45. 000001415555121f.yyyy.zzzz. 0800. 200c. 1000. 02
LEC NSAP 45. 000001415555121f.yyyy.zzzz. 0800. 200c. 1300. 02

Table 11-14. show lane database Command Field Descriptions

Field Description
config- Name of current database and interface to which it is bound.
table
default Default name, if one is established.
ELAN
ELAN Name of the emulated LAN whose data is reported in this line and the next three lines.
LEC MAC MAC addresses of an individual LANE client in the emulated LAN. This display includes a
separate line for every LANE client in this emulated LAN.




LEC ATM addresses of all LANE clients in the emulated LAN.
NSAP

ATM LANE Documentation

The show lane command is recommended for use in completing the following template example (see Table 11-
15).

The following output will be used for this template example:

LE Client ATMD.5 ELAN nane: alpha5 Admn: up State: operational
Client ID 2

HW Addr ess: 0041. ObOa. 2c82 Type: et hernet Max Frane Size:
1516

ATM Addr ess: 47.00918100000000410B0A2C81. 001122334455. 05

VCD rxFranes txFranes Type ATM Addr ess
0 0 0 configure

47.333300000000000000000000. 000111222333. 00

259 1 5 direct
47.333300000000000000000000. 001122334455. 05

260 7 O distribute
47.333300000000000000000000. 001122334455. 05

261 0 13 send
47.333300000000000000000000. 000000111111. 05



262 20 0 forward
47.333300000000000000000000. 000000111111. 05

VCD rxFranes txFranes Type ATM Addr ess

264 22 12 data
47.333300000000000000000000. 000011112222. 05

Table 11-15. ATM LAN Documentation Template (Example)

ELAN Name Alphab
LEC Interface ATMO0.5
Configuration Server Address 47.00918100000000410B0A2C81.001122334455.05
Client Address Client VC Description Comments
47.333300000000000000000000.000111222333.000 Configuration Direct

VCC

47.333300000000000000000000.001122334455.05 259 Control Direct VCC
47.333300000000000000000000.001122334455.05 260 Control Distribution
47.333300000000000000000000.000000111111.05 261 Multicast Sending
47.333300000000000000000000.000000111111.05 262 Multicast Forwarding
47.333300000000000000000000.000011112222.05 264 Data




Table 11-16. ATM LAN Documentation Template

ELAN Name

LEC Interface

Configuration Server Address

Client Address

Client VC

Description

Comments







The following show lane bus output will be used for the template example (see Table 11-17).

Switch# show | ane bus interface atm 3/0/0.1

interface atm 3/0/0.1

t ype Ether net name: pubs AALS5- SDU | engt h: 1516
max frame age: 2 seconds rel ayed franes/sec: 116
NSAP: 45.000001415555121f.yyyy. zzzz. 0800. 200c. 1002. 01

|l ecid vcd cnt NSAP

* 80 659 45.000001415555121f . yyyy. zzzz. 0800. 200c. 1002. 01
1 81 99 45.000001415555121f . yyyy. zzzz. 0800. 200c. 1000. 01
5 89 41 45.000001415555122f . yyyy. zzzz. 0800. 200c. 1100. 01
6 99 101 45.000001415555124f . yyyy. zzzz. 0800. 200c. 1300. 01
Table 11-17. Broadcast/Unknown Server (BUS) Document Template (Example)
ELAN Name Pubs
BUS Interface ATM 3/0/0.1

BUS Server Address 45.000001415555121f.yyyy.zzzz.0800.200¢.1002.01




BUS Client Address Client ID VCD Comments/Description
45.000001415555121f.yyyy.zzzz.0800.200c.1002.01 80
45.000001415555121f.yyyy.zzzz.0800.200¢.1000.01 1 81
45.000001415555122f.yyyy.zzzz.0800.200c.1100.01 5 89
45.000001415555124f.yyyy.zzzz.0800.200¢.1300.01 6 99




Table 11-18. Broadcast/Unknown Server (BUS) Document Template

ELAN Name

BUS Interface

BUS Server Address

BUS Client Address Client ID VCD Comments/Description




Summary

ATM LANE networks can be difficult at times to document because of the many types of services, such as
multicast, broadcast, and connection paths across the emulated LAN (ELAN). Do not be disheartened at what can
be considered a deluge of configuration information. Asis the underlying theme, the goal of a good network
document is to provide the necessary information needed for maintenance and troubleshooting, not al the
information within a configuration.

The more useful Cisco |OS commands include the following:

show lane
show lane config



show lane client
show lane database
show lane bus

These Cisco |OS commands will give the network manager an understanding of how the ATM LANE network is
constructed.

Chapter 12. Telecommunications and Telephony

Telecommunications is defined as the transmission of a voice or data signal from one point to another over short or
long distances.

V oice switching and routing within the telecommunications network is based on the automatic number
identification (ANI). ANIs are constructed per the North American Numbering Plan (NANP). Data switching and
routing within the telecommunications switched network are usually in the form of dedicated, ISDN, or xDSL
connections. Dedicated connections are discussed in Chapter 13, "Private Line WANS."ISDN and xDSL are
discussed later in this chapter.

Voice Signaling
Three types of signaling are used to establish a voice call:

Supervisory— Informs the telephone switch port of the local 1oop status and of any connected trunks
between switches and private branch exchanges (PBXS).

Address— Provides the telephone number (ANI) that enables the call to be routed to its destination.
Informational or Call Progress— Informs the originator as to the status of adialed call.



Supervisory Signaling
The six types of supervisory signaling are as follows:

L oop-start
Ground-start
Wink-start
|mmediate-start
Tone-start
E&M

- Typel

- Typell

- Typel lll

- Type IV

- TypeV
Loop-Start Signaling

The operation of loop-start signaling is dependent on the actions of the telephone handset. When the telephone
handset is lifted (off-hook), the switch hook closes, resulting in current flowing across the local loop between the
telephone handset and the telephone switch (or PBX). The switch (or PBX) responds to this current with a dial
tone, enabling the calling party to place an outbound, or dialed, call.



Placing the telephone handset back in the cradle (on-hook) terminates the call, resulting in an opening of the
connection to the switch hook and terminating any current across the local loop.

NOTE

L oop-start signaled lines are susceptible to a condition known as cross-talk, or glare. Glare occurs when both sides
of the local loop seize, or go "off-hook," at the same time, and two calls "collide" across the local loop.

Ground-Start Signaling

Ground-start signaling is a modification of loop-start signaling. Ground-start signaling eliminates the potential for
glare (both ends of alocal loop seizing the line at the same time) across the local 1oop.

Figure 12-1 illustrates the steps (listed after Figure 12-1) involved in handling a ground-start call:

Figure 12-1. Ground-Start Signaling
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. The PBX grounds the ring lead, causing current to flow across the local loop from the PBX to the telephone
(central office) switch.

. At the central office (CO), the switch module/port senses the current on the line and recognizes it as a trunk-
seizure request from the distant-end (of the local loop).

. Depending on trunk availability, the switch module/port acknowledges the requ2est by closing its tip switch,
generating a ground on the tip lead.

. The flow of current across thistip lead acts as the acknowledgement to the requesting PBX.



5. The PBX closes the loop by holding a coil across the ring and tip leads, removing the ring ground. At this
point, the circuit acts like aloop-start [signaled] circuit.

When a CO switch initiates a ground-start signaled call, it requests the trunk (local 1oop) by closing the tip switch,
generating a ringing voltage across the ring lead. The PBX must recognize this seizure within 100 milliseconds
(ms) to prevent glare (both ends of the loop seizing the trunk at the same time) on the trunk.

Responding to this ring lead voltage, the PBX places a holding coil across the tip and ring leads. The PBX closes
the loop, removes the ringing voltage, and establishes the call in a fashion similar to loop-start signaled calls.

Wink-Start Signaling

Wink-start signaling operates by having the originating trunk placed in an off-hook condition, resulting in the
remote switch responding by transmitting an off-hook pulse of 140 to 290 ms in duration. After this off-hook pulse
IS transmitted, the switch returns to an idle (on-hook) condition. This off-hook pulse is known as wink-back. WWhen
the originating switch station detects the wink-back, the switch waits 210 ms before transmitting digits that the
remote switch will use to address the call. The remote switch returns to an off-hook condition to answer (receive)
this call.

Immediate-Start Signaling

Immediate-start signaling operates by having the originating switch place the trunk in an off-hook condition and
maintain this condition for a minimum of 150 ms. After this 150 ms interval, the switch outputs the address, or
called, digits. In contrast to wink-start signaling, immediate-start signaling has no direct handshake, making
immediate-signaling appropriate only when dedicated trunks (logical or physical) are used between switches.

Tone-Start Signaling



Tone-start signaling operates by leaving the originating trunk circuit in an off-hook condition. The receiving switch
recognizes this condition and generates a dial tone. The switch can use this dial tone to output previously stored
digits. If the switch is operating in a cut-through mode, the distant dial tone is passed to the user for outbound
dialing. Tone-start signaling is commonly used in private voice networks that are constructed by PBX
interconnection and not the public switched telephone network (PSTN).

E&M Signaling

E&M signaling is the most common method used for trunk signaling. The letters"E&M" are derived from the
words "Ear" and "Mouth." The E-lead is used to receive signaling information, and the M-lead is used to send
signaling information. With E& M signaling, separate paths are used for voice and signaling. The voice path
consists of either two wires or four wires, and the signaling path uses one of five standards, referred to as Types |
through V.

Type |— The PBX provides the battery for both E and M leads. An on-hook condition at the PBX results in
the M-lead being grounded and the E-lead being open. In contrast, an off-hook condition results in the M-
lead providing the battery and the E-lead being grounded.

Type | signaling can cause a high return current through the grounding system. If both PBXs are improperly
grounded, this can result in false trunk seizures.

E&M Type | signaling is the most commonly used interface in North America for 4\ wire trunk interfaces.

Type |l— To address the ground issues with Type | signaling, Type Il signaling added two additional leads:
signal battery (SB) and signal ground (SG). The E-lead is strapped to the SG-lead, whereas the M-lead is
strapped to the SB-lead. This strapping results in the grounding of the trunk at each end and eliminates
grounding problems. In Type |l signaling, the M-lead states are "open" and "battery."



Type lll— Thisis similar to Type | signaling. The difference between Type Il signaling and Type |
signaling is in the use of transmission equipment that supplies the battery and ground sources. Type Il
signaling was primarily used with old telephone central office (CO) equipment and is rarely used in modern
day deployments. This older CO equipment has been replaced.

Type IV— Thisissimilar to Type |l signaling. The difference between Type IV and Type |l signaling isin
the M-leads. Whereas the M-lead statesin Type |l signaling are "open" and "battery," the M-lead states in
Type IV signaling are "ground” and "open." A significant advantage of Type IV signaling is that accidental
shorting of the signal battery (SB) lead will not result in excessive current flow.

Type V— Both the switch and transmission equipment supply a battery. The battery for the M-lead is
located in the signaling equipment, and the battery for the E-lead isin the PBX.

TypeV signaling isthe ITU E&M signaling standard and is the most common method of E&M signaling
outside of North America.

NOTE

In the United Kingdom, the British Telecom uses their own standard: Type VI signaling.

Address Signaling

Address signaling provides the telephone number, or ANI, that enables the call to be routed to its intended
destination. Two common methods of address signaling are used:

Dial pulse— Digits are transmitted from the originating, or sending, telephone set by the opening and
closing of the local loop. Each dialed digit is generated at a specific rate with each pulse consisting



of two parts: make and break.

- Make— This segment represents the period when the circuit is closed.

- Break— This segment represents the period when the circuit is open during a dialed-digit period.

Tone dialing— More formally known as dual-tone multifrequency (DTMF). DTMF signaling resultsin the
use of a 12-key keypad that has two frequencies associated with each key, asillustrated in Figure 12-2. Each
row and column of keys is associated with a predefined frequency, with the pressing of a key resulting in the
generation of alow- and high-frequency pair of tones. This resulting tone pair informs the connected

telephone switch or PBX that a certain digit was dialed.

NOTE

Figure 12-2. DTMF Keypad

1209 Hz | 1336 Hz |1477 Hz | 1633 Hz
697 Hz 1 ABC DEF A
2 3
GHI JKL MNO 0
770 Hz 4 5 6
PRS TUV WXY
oper
941 Hz * 0 # D




In North America, the make/break ratio is 39/61—39 percent make to 61 percent break. In the United Kingdom,
the make/break ratio is 33/67—33 percent make to 67 percent break.

Informational Signaling

Informational signaling informs the originator, or calling party, as to the status of a dialed call and aso rings the
called party to advise of a call presence. Informational signaling is often referred to as call-progress signaling and
includes the following five types of signaling conditions.

Dial tone— Certain predefined frequency pairs are used to convey informational signaling. A dial tone
results from the generation of a continuous 350 and 440 Hz frequency pair by the telephone company switch
or local PBX.

Ringing signal— When a call is routed to its intended destination, the service switch or PBX sendsa 20 Hz
86-VAC (volts alternating current) ringing signal that cycles for 2 seconds on and 4 seconds off.

Ringback signal— When a call isin aringing state, the ringback tone informs the caller as such. The
ringback tone consists of a 400 and 48 Hz frequency pair. Like the ringing signal, it cycles on for 2 seconds
and off for 4 seconds.

Busy signal— When a call cannot be completed because the intended, or called, destination lineisin use, the
local PBX or switch generates a busy signal back to the calling party. The busy signal cycles between the
frequency pair of 480 and 620 Hz for 1/2 second (0.5) on followed by a 1/2 second off.

Fast busy signal— When a call cannot be completed because of trunks between switches being busy, a fast
busy signal is sent. The fast busy signal consists of the same frequency pair as a regular busy, 480 and 620
Hz, but is cycled on for 0.2 seconds and off for 0.3 seconds. The local telephone company switch or
corporate PBX generates the fast busy signal upon indications that it cannot find atrunk to carry the call
beyond the local switch/PBX.



ANI

ANI, or automatic number identification, is a service that provides the telephone number of an incoming call. ANI
Is used for avariety of functions. By receiving the incoming telephone number, telephone companies can direct a
call to the proper long-distance carrier’s equipment, help identify the caller’s address for 911 calls, and route 800
number calls to the nearest vendor. Call centers can also use ANI to identify the calling party to better service a
customer.

ANI numbers, sometimes referred to as ANIs, are constructed per the NANP.
NANP

The NANP was designed to allow for quick and discreet connection to any phone in North America. The NANP
comprises three elements:

Area Code (NPA)
Central Office Code (NXX)
Station Subscriber Number (XXX X)

Area Code (NPA)

The Area Code, or Numbering Plan Assignment (NPA), identifies the calling destination area. The first number of
an NPA is2to 9, with 0 and 1 reserved. Zero is reserved for operator access or operator services. Oneis reserved
for the local switching office so they can immediately set up atandem switch connection for along-distance toll
call.

Certain NPAs have been set up for predefined or specific functions:



456 NXX

900/976 NXX

500 NXX

8X X (800/888/877/866/855)

456 NXX

Numbers within the 456 NPA are used to identify carrier-specific services. Carrier identification is provided within
the dialed digits of the E.164 number; the prefix following 456 (456-NXX) identifies the carrier. Use of these
numbers enables the proper routing of inbound international calls destined for these services into and between
North American Numbering Plan area countries.

Current 456-NXX assignments are as follows:

NXX CARRIER
226 Teleglobe Canada
288 AT&T
289 AT&T
333 Startec, Inc.
624 MCI
640 Sprint
741 STSJ
808 Hawaiian Tel

900/976 NXX




900 numbers are used to identify premium services. The cost of calls to these servicesis billed to the calling party.

900 numbers are in the format 900-NXX-XXXX. 900 service is not portable; the identity of the service provider is
embedded in the number. The prefix (NXX) indicates the 900 service provider, and the line number (XXX X)
indicates the particular premium service.

500 NXX
500 numbers are used for "follow me" personal communication services.

500 numbers are in the format 500-NXX-XXXX. 500 service is not portable. The identity of the service provider is
embedded in the number. The prefix (NXX) indicates the 500 service provider, and the line number (XXXX)
indicates the particular premium service.

Exchange Code (NXX)

Thisis the central office (CO) designator listing the possible number of central office codes within each area code
(NPA).

Certain NXXs have been set up for predefined or specific functions. These include the following:

955-XXXX
800-855-X XXX

555-Numbers

555 numbers are used to reach a wide variety of information services. For example, NPA-555-1212 will provide
directory assistance information for the specified NPA.



555 numbers are in the format 555-X XX X. The line number (XXX X) indicates the particular information service.
The ATIS-sponsored Industry Numbering Committee assigns these 555 numbers.

555 numbers can be assigned for either national or local use. A national assignment requires that the 555 number
be implemented in at least 30% of all NPAs or states or provincesin the NANP area. A local assignment is made
for implementation in certain NPAs specified at assignment time.

800-855

800-855 numbers, in the format 800-855-X XXX, are used to access PSTN services intended for use by the deaf,
hard of hearing, or speech impaired. Such services include telecommunications relay service and message relay
service.

Subscriber Extension (XXXX)

This number identifies the service subscriber of the central office identified by the NXX. No special or reserved
XXXX numbers are available.

Lines and Trunks

A lineis an end point from a CO or aPBX and carries a single conversation. A trunk interconnects two switching
systems, such as between LEC central offices, or a LEC CO switch and a customer PBX. Trunks bundle several
lines, carrying multiple simultaneous conversations, and are used for call switching and routing.



Direct Inward Dialing (DID)

Direct inward dialing (DID) refers to a service whereby a caller can dial a 10-digit number from outside a switch
and reach a specific individual without operator intervention (either live automated). In the context of a PBX, DID
is a feature that must be configured to enable the direct dialing of an extension.

Direct Outward Dialing (DOD)

Similar to DID, direct outward dialing enables a caller behind a switch or PBX to place outbound calls without
operator or automated attendant assistance. This was necessary in the early days of corporate telephone systems
when operators screened incoming and outgoing calls to prohibit employees from making international long-
distance personal calls. These limits can now be configured on a corporate switch or PBX.

Telephone companies offer a service in which the last few (typically three or four) digits that a caller dials are
forwarded to the called party (destination) on a special DID trunk. This forwarding usually takes place by dial
pulse (just as if the caller had arotary phone), multifrequency tones (MF tones are different from the DTMF tones
and are usually used only within telephone networks), or by DTMF (dual-tone multifrequency) tones.

For example, all phone numbers from 555-1000 to 555-1999 could be assigned to a customer with 20 DID trunks.
When a caller dials any number in this range, the call is forwarded on any available trunk of the 20 (that is, the
trunks are equivalent, which is also called being in ahunt group or arotary). If the caller dialed 555-1234, then the
digits 2, 3, and 4 (assuming three-digit outpulsing was used) would be forwarded. These DID trunks could be
terminated on the following:

A private branch exchange (PBX)— Knows which number was called and rings that phone extension. This
makes it look as though 555-1234 and the other 999 lines al have direct outside lines, while only requiring
20 trunks to service the 1,000 telephone extensions.



A fax server— Can provide routing for inbound faxes. Each fax user is assigned a unigue telephone number.
When the fax server gets the number dialed from the DID trunk, it forwards the subsequent fax to the
specified (according to the phone number dialed) person's PC (where it can be viewed, printed, or stored).

Tie Lines

Tielines, or tie trunks, are dedicated private line, point-to-point, circuits used to connect two voice facilities. A
dedicated trunk between two organization's PBXs, in different locations, is an example of atie line. There are no
geographical limits to implementing tie lines; however, cost needs to be a consideration because most network
service provider private line services are distance sensitive with abillable cost per mile.

Telephone Network
Figure 12-3 illustrates a typical point of presence (POP) or CO infrastructure for a network service provider.

Figure 12-3. Typical Service Provider POP/CO Infrastructure
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The equipment illustrated here is identified as follows:

Light termination equipment (L TE)— Fiber-optic transmission terminate here, usually in the form of fiber or
lightwave multiplexers (muxes). LTE is used to support OC-x services between service provider POPs/COs,
between LEC POPSs/COs, or interconnecting between service provider and LEC POPs/COs.

Multiplexer DS1/DS3 (M 13)— Pronounced "M-One-Three," it performs both multiplexing and
demultiplexing functions. M 13 multiplexes 28 DS1 signals into a single DS3 signal for transmission, usually



terminating to the LTE. It demultiplexes DS3 signals into 28 DS1 signals, usually terminating into an
ESFMU, DACS (DXC), or voice/data switch.

Digital cross connect system (DXC or DACS)— This electronically switches the DS0s within each DSL.
DACS can also be used to provide network for dedicated T1 service, provided they are configured to do so.
DACS are usually groomed as "T1 Intact" to provide network timing.

Switch— This could be avoice or data (ATM or Frame Relay) switch. The switch acts as an interface to the
respective network to which it is providing service, such as voice or data.

Extended superframe monitoring unit (ESFMU)— ESFMU is used to provide in-band monitoring of T1
services. Typically, ESFMUs are provisioned as part of a dedicated private line service offering; however,
they can be placed anywhere in the path of a T1 service.

For more information regarding ESFM Us and other facets of dedicated T1 service, please refer to Chapter 13.

NOTE

ESFMUs have two sides: East and West. The East side always faces the network, and the West side always faces
the customer.

Pulse Code Modulation (PCM)

For voice (analog) and data (digital) to share the same digital transmission media, the voice analog signals must be
converted into digital signals. This digitizing of the analog signals is known as Pulse Code Modulation (PCM).
PCM is a sampling process that compresses a voice signal into a 64 Kbps standard digital service rate, known as a
DSO0.



PCM involves two steps:

1. Theincoming analog signal is sampled 8,000 times per second. These sampled values are converted to
pulses using the pulse amplitude modulation (PAM) process.

2. The height of each pulse is assigned a representative 8-bit binary value resulting in a digital representation of
the pulse and ultimately the sampled analog waveform.

Figure 12-4 illustrates both PAM and PCM. (The 8-bit binary values are for illustration purposes only and are not
actual values).

Figure 12-4. Pulse Amplitude Modulation (PAM) and Pulse Code Modulation (PCM)
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8,000 samples per second x 8 bits per sample = 64 Kbps

PCM is the underlying principle behind T1 services and time division multiplexing (TDM).

TDM

TDM is the foundation behind network service provider services, the most common being T1/T3. TDM was
designed on the premise that each user, or channel, will have the total bandwidth for a portion of time.

After the voice/data signals have been digitized, they are then multiplexed and transmitted over the T1 (E1, T3, and
so on) link. This multiplexing processis called TDM.



TDM dividesthe T1 link into 24 discrete timeslots, or channels. Each timeslot, or channel, isa DS0 signal (64
Kbps), asillustrated in Figure 12-5.

Figure 12-5. T1 TDM Timeslots (64 Kbps each)

NOTE

Frequency division multiplexing (FDM) is similar to TDM with the exception that a user, or channel, will have a
portion of the bandwidth all the time.

Local Loop and Transmission Media
Four media types are used for transmission:

Copper cable



Coaxial cable
Fiber-optic cable
Wireless

Copper Cable

Copper cabling is technically known as unshielded twisted-pair (UTP). The lack of a shield allows the high-
frequency part of asignal to leak, limiting its support for high-speed data transmission.

Copper cabling is subjected to two unique scenarios:

L oading coils— Loading coils are often deployed to local 1oops longer than 18,000 feet. Loading coils are
basically low frequency pass-through filters. These pass-through filters block frequencies above voiceband
(VF, 300 to 3400 Hz), which essentially blocks data transmission, most notably in the higher frequencies.
Bridge taps— Bridge taps are unterminated portions of a loop that are not directly in the transmission path.
Bridge taps can be used on a cable pair that is connected at an intermediate point or on an extension beyond
a customer premise. For example, a drop wire that provides a second line to aresidence is left in place after
the customer premise equipment (CPE), such as atelephone set, is removed.

Coaxial Cable

Coaxial cable, or "coax," consists of a single copper strand running down the axis of the cable. Contrast this to the
strand that is being twisted[md[like copper cabling. The copper strand is separated from the outer shielding of the
cable by an insulator, usually made of foam, which is then wrapped with an insulating cover, completing the cable
"shield". Coax can carry high frequencies with no concerns regarding signal seepage. Coax cable is used to carry
several cable TV signals to homes, with each television signal being ~6 megahertz (M Hz) wide.



Fiber-Optic Cable

Whereas copper and coax cabling carry transmission frequencies in the megahertz range, fiber-optic cabling carries
frequencies at a much higher band, approximately a million times higher. Whereas copper and coax cabling carry
transmission signals in the form of electromagnetic waves, fiber-optic cabling carries signals in the form of light
waves. Fiber-optic cabling can carry signals as high as 10 Gigahertz (GHz).

Fiber-optic cabling is deployed in one of two modes:

Single-mode— Uses a single glass strand with a smaller core than that of multimode fiber. Because single-
mode fiber uses a smaller core of 8 to 10 micrometer, single-mode fiber enables only one mode of light
travel over the fiber.

Multimode— Comprises multiple strands of glass fibers and has a larger core than single-mode fiber.
Multimode fiber-optic cables have a combined diameter of 50 to 100 microns, with each cable carrying
independent signals. Multimode fiber has greater bandwidth capabilities than single-mode fiber.

NOTE

Multimode fiber is primarily used for applications in which the distance limitation of 2 kilometers (km) is not an
Issue, such asin a campus environment.

Wireless

Wireless transmission media can take several forms: microwave, digital radio, infrared, low-earth-orbit (LEO)
satellites, geosynchronous satellites, cellular, and PCS. Wireless media has both advantages and disadvantages.
The most notable advantage is the mobility of cellular and the disregard for cable plant construction. The most



notable disadvantage is the signal attenuation effects (often due to atmospheric conditions) and coverage areas with
regard to mobile implementations.

ISDN

Integrated Services Digital Network (ISDN) is a system of digital phone connections that enable datato be
transmitted digitally end to end.

With ISDN, voice and data are carried by bearer channels (B-channels) at a bandwidth of 64 Kbps (kilobits per
second). The data channel (D-channel) handles signaling at 16 Kbps (BRI) or 64 Kbps (PRI), depending on the
service type.

NOTE

In ISDN terminology, "K" means 1000, not 1024. A 64 Kbps channel carries data at a rate of 64,000 bps. Under
this schema, "K" (Kilo) means 1,000, and "M" (Mega) means 1,000,000.

ISDN service are of two basic types:

Basic rate interface (BRI)— BRI consists of two 64 Kbps B-channels and one 16 Kbps D-channel; 2B + D.
Primary rate interface (PRI)— PRI consists of 23 64 Kbps B-channels and one 64 Kbps D-channel; 23B + D
or 30B + D.



ISDN Standards

A number of international standards define ISDN. 1.430 describes the physical layer and part of the data link layer
for BRI. The Q.921 standard documents the data link protocol used over the D-channel. The Q.931 standard
documents the network layer user-to-network interface, providing call setup and breakdown and channel
alocation. Variants of Q.931 are used in both ATM and voice-over-IP (VolP). The G.711 standard documents the
standard 64 kbps audio encoding used by LECs throughout the world.

ITU 1.430

ITU 1.430 documents the physical layer and lower data link layers of the ISDN BRI interface. The specification
defines a number of reference points between the LEC switch and the end system.

Q.921

Q.921, dso referred to as Link Access Protocol (LAPD) D-channel, is aclose cousin of HDLC. Q.921 is the Data
Link Protocol used over ISDN’s D-channel. It operates at Layer 2 of the OSI model.

Q.931

Q.931 isISDN'’s connection control protocol, operating at Layer 3 of the OSI model. Q.931 is comparable to TCP
in the Internet protocol stack, managing connection setup and breakdown. Q.931 does not provide flow control or
perform retransmission.

G.711



G.711 istheinternational standard for encoding audio on 64 kbps channels. G.711 is a pulse code modulation
(PCM) scheme operating at an 8 kHz sample rate, with 8 bits per sample. According to the Nyquist theorem, G.711
can encode frequencies between 0 and 4 kHz. LECs can select between two different variants of G.711: A-law and
mu-law. A-law is the standard for international circuits, and mu-law is the standard for domestic circuits.

The Nyquist theorem states that a signal must be sampled at twice its highest frequency component.
Simply stated, Nyquist’s theorem states that, when sampling at a given rate, the highest frequency that
can appear in the sampled signal is half of the sampling frequency.

If the sampled signal contains frequencies higher than half of the sampling frequency (higher than 4
kHz when sampling at 8 kHz, asis the case for u-law), these higher frequencies will appear folded
down to below half the sampling frequency when the signal is reconstructed. Thisis known as "the
aliasing problem."

A visual example of the same phenomenon is when you see wheels turning backward, like atrainin a
movie.

Y ou can find the mathematic details of the Nyquist Sampling Theorem at
http://ptolemy.eecs.berkeley.edu/eecs20/week 13/nyquistShannon.html.

ISDN BRI

BRI service consists of the same twisted pair of wires traditionally used for analog telephones. BRI provides two
types of ISDN communications channels: two "bearer service" B-channels, carrying data services at 64 Kbps each,
and a 16 Kbps D-channel, carrying signaling and administrative information used to set up and terminate calls.



Up to eight ISDN devices can be connected to asingle BRI line and can share the B- and D-channels. Two B-
channels are available at any given time for use. Other calls can be put "on hold" via D-channel signaling, a
process known as multiple call appearances. Figure 12-6 illustrates a BRI configuration.

Figure 12-6. ISDN Basic Rate Interface (BRI)
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ISDN Primary Rate Interface (PRI)

ISDN PRI includes 23 B-channels in North America and Japan and 30 B-channels in Rest of World (ROW), plus
one 64 Kbps D-channel. The number of B-channels is limited by the size of the standard trunk line, whichisT1 in
North America, J1 in Japan, and E1 elsewhere. PRI does not support a multiple subscriber configuration such as
BR. Only one device can be connected to a PRI line. Figure 12-7 illustrates a PRI configuration.

Figure 12-7. ISDN Primary Rate Interface (PRI)
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The primary benefit of PRI is that its bandwidth can be dynamically allocated among applications. For example,
certain channels can be allocated for voice calls, but as those calls are terminated, the unused B-channels can be
reallocated to such high-bandwidth applications as videoconferencing. This is usually accomplished viaa PBX or a
server capable of distributing the T1/E1 bandwidth on a PRI link.

B-channels are logical "pipes" inasingle ISDN line. Two or more B-channels can be combined, or bonded
together, usually with ISDN bonding or multilink PPP. Each B-channel provides a 64 Kbps clear channel whose
entire bandwidth is available for voice or data because call setup and other signaling is done through a separate D-
channel. B-channels form circuit-switched connections, resembling anal og telephone connections in that they are
end-to-end physical circuits temporarily dedicated to transfer between two devices.

PRI isintended for users with greater capacity requirements. Typically the channel structure is 23 B-channels plus
one 64 kbps D-channel for atotal of 1536 kbps. In Europe, PRI consists of 30 B-channels plus one 64 kbps D-
channel for atotal of 1984 kbps. It is also possible to support multiple PRI lines with one 64 kbps D-channel using
non-facility associated signaling (NFAS).

H channels provide away to aggregate B-channels. They are implemented as follows:

HO0=384 kbps (6 B-channels)



H10=1472 kbps (23 B-channels)
H11=1536 kbps (24 B-channels)
H12=1920 kbps (30 B-channels)—international (E1) only

NOTE

Customer sites must be within 18,000 feet (about 3.4 miles or 5.5 km) of the LEC CO for BRI service. Beyond
that, repeaters are required, or ISDN service might not be available.

Signaling

Instead of the phone company sending a ring voltage signal to ring the bell in a phone set ("in-band signal"), it
sends adigital packet on a separate channel ("out-of-band signal™). The out-of-band signal does not disturb
established connections, and call setup time is fast. The signaling indicates who is calling, what type of call it is
(data/voice), and what number was dialed.

NOTE

A V.34 modem typically takes 30 to 60 seconds to establish a connection, whereas an ISDN call usually takes less
than 2 seconds.

Inthe U.S., the telephone company provides a U interface for its BRI subscribers. The U interface is atwo-wire
(single pair) interface from the phone switch, supporting full-duplex data transfer over a single pair of wires. This



device is called a network termination 1 (NT-1). International ISDN implementations are a bit different because the
phone company is allowed to supply the NT-1; therefore, the customer is given an ST interface.

The NT-1 isadevice that converts the 2-wire U interface into the 4-wire S/T interface. The S/T interface supports
up to 7 devices.

ISDN devices must go through a Network Termination 2 (NT-2) device, which convertsthe T interface into the S
interface. (Note: The Sand T interfaces are electrically equivalent.) Virtually all ISDN devicesincludean NT-2in
their design. The NT-2 communicates with terminal equipment and handles the Layer 2 and 3 ISDN protocols.
Devices most commonly expect either a U interface connection (these have a built-in NT-1) or an S/T interface
connection.

All other devices that are not ISDN capable but that have a plain old telephone service (POTS) telephone interface
(also called the R interface)—including ordinary analog telephones, FAX machines, and modems—are designated
Terminal Equipment 2 (TE2). A terminal adapter (TA) connectsa TE2 to an ISDN S/T bus.

ISDN Reference Points

As stated previously, ITU 1.430 documents the physical layer and lower data link layers of the ISDN BRI interface.
ITU 1.430 also defines the ISDN reference points between the LEC switch and the end system.

Figure 12-8 illustrates each interface point.

Figure 12-8. ISDN Interfaces
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ISDN functional identifiers include the following:

Terminal Equipment 1 (TE1)— A device that is ISDN compatible.

Terminal Equipment 2 (TE2)— A device that is not ISDN compatible and requires a terminal adapter (TA).
Terminal Adapter (TA)— A device that converts non-ISDN signals into ISDN compatible signals so that
non-1SDN devices can connect to an ISDN network.

Network Termination Type 1 (NT1)— A device that connects 4-wire ISDN subscriber units to the
conventional 2-wire local loop facility. Inthe U.S. the NT1 is part of the CPE; in Europe and Japan, it is part

of the local exchange facility.

Network Termination Type 2 (NT2)— A device that performs switching and concentration of non-ISDN

LT

ET

signals, often a PBX. Requires a TA to interconnect with the ISDN network.

Line Termination (LT)— A device that is located on the local exchange carrier (LEC) side of the subscriber

line that functionsasan NT1.

Exchange Termination (ET)— Subscriber cardsin the ISDN exchange.

ISDN reference points include the following:




User reference point (U)— Located between the NT1 and LT. Corresponds to a subscriber line.

Terminal reference point (T)— Located between the NT1 and NT2 or betweenthe NT1 and TEL or TA, if
no NT2 device exists. Same characteristics as the S reference point.

System reference point (S)— Located between the NT2 and TE1 or T1 connecting the terminal to the ISDN
network. Same characteristics as the T reference point.

Rate reference point (R)— Located between TA and TE2. The TE2 connects to the TA viaa standard
physical interface, such as EIA/TIA-232, V.24, X.21, and V.35.

The ITU I-series and G-series documents specify the ISDN physical layer. The U interface that the LEC provides
for BRI isa2-wire, 160 kbps digital connection. Echo cancellation is used to reduce noise and data encoding
schemes (2B1Q in North America, 4B3T in Europe) and permit this relatively high data rate over ordinary single-
pair local loops.

The ISDN network layer is specified by the ITU Q-series documents Q.930 through Q.939. Layer 3 is used for the
establishment, maintenance, and termination of logical network connections between two devices.

ISDN SPIDs

Service Profile IDs (SPIDs) are used to identify the services and features that the 