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End-to-end QoS deployment techniques for Cisco Catalyst series switches

e Examine various QoS components, including congestion management, congestion

avoidance, shaping, policing/admission control, signaling, link efficiency mechanisms, and
classification and marking

e Map specified class of service (CoS) values to various queues and maintain CoS values

through the use of 802.1q tagging on the Cisco Catalyst 2900XL, 3500XL and Catalyst 4000
and 2948G/2980G CatOS Family of Switches

e Learn about classification and rewrite capabilities and queue scheduling on the Cisco

Catalyst 5000

¢ Implement ACLs, ACPs, ACEs, and low-latency queuing on the Cisco Catalyst 2950 and

3550 Family of Switches

e Understand classification, policying, and scheduling capabilities of the Catalyst 4000 and

4500 10S Family of Switches

e Configure QoS in both Hybrid and Native mode on the Catalyst 6500 Family of Switches

e Utilize Layer 3 QoS to classify varying levels of service with the Catalyst 6500 MSFC and

Flexwan

¢ Understand how to apply QoS in campus network designs by examining end-to-end case

studies

Quality of service (QoS) is the set of techniques designed to manage network resources. QoS
refers to the capability of a network to provide better service to selected network traffic over
various LAN and WAN technologies. The primary goal of QoS is to provide flow priority, including
dedicated bandwidth, controlled jitter and latency (required by some interactive and delay-
sensitive traffic), and improved loss characteristics.

While QoS has become an essential technology for those organizations rolling out a new



generation of network applications such as real-time voice communications and high-quality
video delivery, most of the literature available on this foundation technology for current and
future business applications focuses on IP QoS. Equally important is the application of QoS in the
campus LAN environment, which is primarily responsible for delivering traffic to the desktop.

Cisco Catalyst QoS is the first book to concentrate exclusively on the application of QoS in the
campus environment. This practical guide provides you with insight into the operation of QoS on
the most popular and widely deployed LAN devices: the Cisco Catalyst family of switches.
Leveraging the authors' extensive expertise at Cisco in the support of Cisco Catalyst switches
and QoS deployment, the book presents QoS from the campus LAN perspective. It explains why
QoS is essential in this environment in order to achieve a more deterministic behavior for traffic
when implementing voice, video, or other delay-sensitive applications. Through architectural
overviews, configuration examples, real-world deployment case studies, and summaries of
common pitfalls, you will understand how QoS operates, the different components involved in
making QoS possible, and how QoS can be implemented on the various Cisco Catalyst platforms
to enable truly successful end-to-end QoS applications.

This book is part of the Networking Technology Series from Cisco Press, which offers networking
professionals valuable information for constructing efficient networks, understanding new
technologies, and building successful careers.
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lcons Used in This Book

Throughout this book, you will see the following icons used for networking devices:
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The following icons are used for networks and network connections:
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Command Syntax Conventions

The conventions used to present command syntax in this book are the same conventions used in
the Cisco 10S Software Command Reference. The Command Reference describes these
conventions as follows:

e Vertical bars (]) separate alternative, mutually exclusive elements.

e Square brackets [ ] indicate optional elements.

e Braces { } indicate a required choice.

e Braces within brackets [{ }] indicate a required choice within an optional element.

e Boldface indicates commands and keywords that are entered literally as shown. In actual
configuration examples and output (not general command syntax), boldface indicates
commands that are manually input by the user (such as a show command).

e |talics indicate arguments for which you supply actual values.



Introduction

This book is intended for all network engineers who deal with Catalyst switches and specifically
for those looking for a deeper understanding of the QoS capabilities of those switches. In
addition, any network engineer responsible for end-to-end QoS policies in a Cisco network will
find, either now or in the near future, the need to thoroughly understand Catalyst QoS.

Besides the configuration syntax information provided in this book, the authors have made every
attempt to discuss common practices and provide case studies. This treatment of the subject
matter provides readers with more than just commands for configuring QoS on Catalyst
switches; specifically, the authors wanted to make sure that readers understand the reasons for
certain policy decisions, as those decisions would relate to a production environment.



Motivation for This Book

After countless hours spent trying to locate various pieces of information for our customers, the
authors realized that there was not a good Catalyst QoS book anywhere to be found. Rather than
continue to answer the same questions, we decided to publish our collection of the most
commonly requested information plus some not-so-common information that would give readers
a strong foundation in Catalyst QoS.



Goal of This Book

The purpose of this book is to provide readers who have a curiosity about Catalyst QoS, and
end-to-end QoS involving Catalyst switches, with a well-rounded baseline of information about
the RFCs involved in QoS, the configuration steps for enabling QoS, and the command syntax for
fine-tuning the operation of QoS on Catalyst switches. In addition, the authors want to make
sure that our readers walk away with more than command syntax; after completing this book,
readers should actually be prepared to deploy Catalyst QoS in a production environment.



Prerequisites

Although anyone can read this book, the authors assume reader understanding of some
fundamental networking concepts discussed in this book. If you do not have basic knowledge in
the following areas, you might have trouble understanding certain examples and concepts
presented in this text:

e Cisco IOS—Basic syntax

e Cisco Catalyst OS (CatOS)—Basic syntax

e Access-control list (ACL) configuration

e Virtual LANs (VLANS)

e [P addressing

e Routing protocols—Basic syntax and concepts

e TCP/UDP port assignments



How This Book Is Organized

Although this book could be read cover to cover, it is designed to be flexible and enable you to
move easily between chapters and sections of chapters to cover just the material that you need
more work with. Each chapter stands by itself; however, most chapters reference earlier chapter
material. Overall, therefore, the order in the book is an excellent sequence to follow.

The material covered in this book is as follows:

e Chapter 1, Quality of Service: An Overview— This chapter defines quality of service
(QoS), as it pertains to Cisco networks, provides a general overview of the necessity for
QoS in multiservice networks, and discusses various QoS models. Several of the key RFCs
pertaining to IP QoS are also explored in this chapter.

e Chapter 2, End-to-End QoS: Quality of Service at Layer 3 and Layer 2— This chapter
explores QoS components such as congestion management, congestion avoidance, traffic
conditioning, and link efficiency. This chapter also explores per-hop behaviors in the
differentiated services architecture and includes an entry-level discussion of QoS on
Catalyst platforms. The Catalyst platform discussion also cotains discussions of the Catalyst
voice VLAN and trust concept.

e Chapter 3, Overview of QoS Support on Catalyst Platforms and Exploring QoS on
the Catalyst 2900XL, 3500XL, and Catalyst 4000 CatOS Family of Switches— This
chapter provides a basic overview of QoS support on each platform. In addition, a detailed
explanation of QoS feature supported is provided for the Catalyst 2900XL, 3500XL, and
Catalyst 4000 CatOS switches.

e Chapter 4, QoS Support on the Catalyst 5000 Family of Switches— This chapter
discusses the limited hardware and software feature support for QoS on the Catalyst 5000
family of switches. In addition, concepts such as multilayer switches are explained in this
chapter.

e Chapter 5, Introduction to the Modular QoS Command-Line Interface— This chapter
discusses the need for the MQC and the steps required to configure QoS mechanisms using
the MQC. In addition to providing an explanation of the commands necessary for
configuration, this chapter also provides sample show command output for the various
commands needed to verify the functionality of the configuration.

e Chapter 6, QoS Features Available on the Catalyst 2950 and 3550 Family of
Switches— This chapter covers QoS feature support on both the Catalyst 2950 and 3550
family of switches. The QoS examples in this chapter present these switches as access layer
switches. This chapter also includes an Auto-QoS discussion for those switches applicable to
Voice over IP.

e Chapter 7, QoS Features Available on the Catalyst 4000 10S Family of Switches
and the Catalyst G-L3 Family of Switches— This chapter covers QoS feature support on
the Catalyst 4000 10S family of switches and the Catalyst G-L3 switches. The Catalyst G-L3
switches include the Catalyst 2948G-L3, 4908G-L3, and the WS-X4232-L3 Layer 3 services
module for the Catalyst 4000 CatOS family of switches.

e Chapter 8, QoS Support on the Catalyst 6500— This chapter focuses on the QoS
architecture for the Catalyst 6500 series platform. Specifically, it demonstrates how QoS on
the Catalyst 6500 can support voice and other mission-critical applications in a converged
environment. The chapter further demonstrates configuring QoS features using both CatOS



and Cisco 10S.

Chapter 9, QoS Support on the Catalyst 6500 MSFC and FlexWAN— This chapter
discusses the QoS capabilities of the FlexWAN and MSFC in the Catalyst 6500. The chapter
shows how the FlexWAN and MSFC extend the Catalyst 6500's QoS capabilities to the MAN
and WAN. Examples demonstrate configuring QoS using the MQC available in Cisco 10S.

Chapter 10, End-to-End QoS Case Studies— This chapter presents end-to-end QoS case
studies using a typical campus network design. The network topology illustrates QoS end-
to-end using the Catalyst 2950, 3550, 4500 I0S, 6500 switches.



Part I: Fundamental QoS Concepts

Chapter 1 Quality of Service: An Overview

Chapter 2 End-to-End QoS: Quality of Service at Layer 3 and Layer
2

Chapter 3 Overview of QoS Support on Catalyst Platforms and
Exploring QoS on the Catalyst 2900XL, 3500XL, and Catalyst 4000
CatOS Family of Switches

Chapter 4 QoS Support on the Catalyst 5000 Family of Switches



Chapter 1. Quality of Service: An
Overview

The constantly changing needs of networks have created a demand for sensitive applications
(such as voice over IP (VolP) and video conferencing over IP), and networks are being asked to
support increasingly mission-critical data traffic. Providing predictable service levels for all of
these different types of traffic has become an important task for network administrators. Being
able to provide predictable and differentiated service levels is key to ensuring that all application
traffic receives the treatment that it requires to function properly.

This chapter covers several aspects of quality of service (QoS) and discusses how to provide QoS
in Cisco networks. Specifically, this chapter covers the following topics:

e Understanding QoS

e Deploying QoS in the WAN/LAN: High-Level Overview

e Cisco AVVID (Architecture for Voice, Video, and Integrated Data)

e Overview of Integrated Services and Differentiated Services

o Differentiated Services: A Standards Approach



Understanding QoS

The following section defines QoS in terms of measurable characteristics. It is important,
however, to recognize that fully understanding QoS requires more than a definition. To truly
understand QoS, you must understand the concept of managed unfairness, the necessity for
predictability, and the goals of QoS. In addition to a definition of QoS in measurable terms, the
following section explains each of these things, to provide you with a well-rounded and practical
definition of QoS

Definition of QoS

QoS is defined in several ways, and the combination of all of these definitions is really the best
definition of all. A technical definition is that QoS is a set of techniques to manage bandwidth,
delay, jitter, and packets loss for flows in a network. The purpose of every QoS mechanism is to
influence at least one of these four characteristics and, in some cases, all four of these

Bandwidth

Bandwidth itself is defined as the rated throughput capacity of a given network medium or
protocol. In the case of QoS, bandwidth more specifically means the allocation of bandwidth,
because QoS does not have the capability to influence the actual capacity of any given link. That
is to say that no QoS mechanism actually creates additional bandwidth, rather QoS mechanisms
enable the administrator to more efficiently utilize the existing bandwidth. Bandwidth is
sometimes also referred to as throughput.

Delay

Delay has several possible meanings, but when discussing QoS, processing delay is the time
between when a device receives a frame and when that frame is forwarded out of the destination
port,serialization delay is the time that it take to actually transmit a packet or frame, and end-
to-end delay is the total delay that a packet experiences from source to destination.

Jitter

Jitter is the difference between interpacket arrival and departure—that is, the variation in delay
from one packet to another.

Packet Loss

Packet loss is just losing packets along the forwarding path. Packet loss results from many
causes, such as buffer congestion, line errors, or even QoS mechanisms that intentionally drop
packets.

Table 1-1 shows examples of the varying requirements of common applications for bandwidth,
delay, jitter, and packet loss.



Table 1-1. Traffic Requirements of Common Applications

Voice FTP Telnet
Bandwidth Required Low to moderate Moderate to High Low
Drop Sensitive Low Low Moderate
Delay Sensitive High Low Moderate
Jitter High Low Moderate

Managed Unfairness

Another, more pragmatic definition of QoS is managed unfairness. The best way to explain this
definition is using an analogy to airline service. Sometimes airlines are unable to sell all of their
seats in first class, but they rarely leave the gate with first class seats available, so there has to
be some method by which they decide who gets those seats. The gate agent could swing open
the door to the plane and tell everyone to rush onto the plane; whoever gets to the first class
seats first gets them. Some would argue that would be the most fair way to handle the seating,
but that would be very disorderly and probably not a very pleasant thing to watch. Anyone who
flies regularly knows that frequent flier miles are valuable because you can earn free flights and
so on. If you collect enough frequent flier miles from a specific airline in a single year, however,
you will be moved into an elite frequent flier status and get some extra benefits. One of those
benefits is typically some method by which the most frequent fliers are able to upgrade their
coach seat to a first class seat, when available. Imagine paying full price for a coach ticket to
Hawaii, and having no chance at all to upgrade, while the person beside you is able to upgrade
just because he is a frequent flier. Some would argue that this is unfair. However, it is unfair in a
very controlled way, because there is a specific policy in place that dictates who is eligible for
this upgrade and who is not. This is managed unfairness.

In QoS, managed unfairness is important because sometimes it is necessary to allocate more
bandwidth to one application than another. This doesn't specifically indicate that either
application is more or less important than the other; rather it indicates a different level of
service that will be provided to each application. That is, the applications may well have different
bandwidth needs, and dividing available bandwidth equally between the two applications,
although fair, might not produce the best results. A good example of such a scenario is the case
of an FTP flow sharing a link with a VolP flow. The FTP flow is characterized by a large
bandwidth requirement but has a high tolerance for delay, jitter, and packet loss; the VolP flow
is characterized by a small bandwidth requirement and has a low tolerance to delay, jitter, and
packet loss. In this case, the FTP flow needs a larger share of the bandwidth, and the voice flow
needs bounded delay and jitter. It is possible to provide each flow with what it needs without
significantly impacting the service provided to the other flow. In this case, the allocation of
bandwidth is unfair, because the FTP flow will get more bandwidth, but it is unfair in a very
controlled manner. Again, this is an example of the need for managed unfairness.

Predictability: The Goal of QoS

The successful management of bandwidth, delay, jitter, and packet loss allows for the
differentiated treatment of packets as they move through the network. Unless an implementation




error occurs, all implementations of the differentiated services architecture should provide the
same treatment to each packet of the same type when those packets pass through a given
interface. In Figure 1-1, multiple packets are sent from Bob to the web server, marked with IP
precedence 2.

Figure 1-1. Multiple Packets from Bob Are Sent to the Web Server
Marked with IP Precedence 2
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In this example, because all HTTP packets from Bob are marked with IP precedence 2, and the
policy on router A's serial interface is to classify all HTTP packets with IP precedence 2 into the
same class, you can assume that these packets will all receive the same treatment. Because all
packets of the same type are going to be treated the same as they egress that interface, it's easy
to predict the treatment that the next HTTP packet from Bob will receive. This is a simplified
example of the overall goal of QoS: providing predictable service levels to packets as they move
through a network.

Itis very important to be able to predict the bandwidth, delay, jitter, and packet loss that can be
expected as packets of a given flow traverse multiple hops in a network. Voice packets, for
example, must not have a one-way delay greater than 150 ms and are very intolerant of jitter.
Being able to say with confidence that voice packets will experience low latency and jitter at each
hop along a given path is critical when provisioning IP telephony solutions.

Congestion Management



A variety of QoS mechanisms are available, but the most commonly used is congestion
management. Congestion management provides the ability to reorder packets for transmission,
which enables a network administrator to make some decisions about which packets are
transmitted first and so on. The key to congestion management is that all congestion
management QoS mechanisms only have an impact on traffic when congestion exists. The
definition of congestion might differ from vendor to vendor and, in fact, is slightly different
between Cisco platforms. However, one general statement can be made about the definition of
congestion on Cisco platforms; congestion is defined as a full transmit queue. Figure 1-2
illustrates the decision model for congestion management.

Figure 1-2. Congestion Management Decision Model
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The need for interface queuing results because just a finite amount of buffer space exists in the
transmit queue. This finite amount of buffer space is true across all platforms, so this logic
applies to both switches and routers. If there were no interface queues, packets would just be
dropped when the transmit queue was full.



Deploying QoS in the WAN/LAN: High-Level Overview

Different networks deploy QoS in the WAN and LAN for different reasons, but the overall intent is
always to provide different treatment to different types of traffic. Sometimes the requirement is
to provide better treatment to a select group of applications, such as VolP or Oracle. Other
times, the requirement is to provide worse treatment to a select group of applications, such as
peer-to-peer file sharing services such as Napster, KaZaa, and Morpheus.

Why QoS Is Necessary in the WAN

Originally, the queuing mechanism on all interfaces was first-in, first-out (FIFO), meaning that
the first packet to arrive for transmission would be the first packet transmitted, the fifth packet
arriving would be the fifth packets transmitted, and so on. This queuing mechanism works just
fine if all of your traffic has no delay concerns (perhaps FTP or other batch transfer traffic). If
you've ever worked with data-link switching (DLSw), however, you know how sensitive that
traffic is to delay in the network.

For many networks, the first real need for QoS was to allow for priority treatment of DLSw traffic
over low-speed WAN links. The need to provide basic prioritization of different types of data
traffic was first seen in the WAN, because that is where bandwidth is most limited. In the case of
Priority Queuing, the need was to prioritize a single traffic type (or a select few types of traffic)
over all others. Custom Queuing addressed the need to provide basic bandwidth sharing, and
Weighted Fair Queuing provided the ability to dynamically allocate more or less bandwidth to a
given flow based on the IP precedence of the packets in that flow. Class-Based Weighted Fair
Queuing (CBWFQ) and Low Latency Queuing (LLQ) are hybrid QoS mechanisms—that is, they
provide a combination of the other functions to allow for greater flexibility.

As you can see, the Cisco congestion management mechanisms address a variety of needs in the
WAN, and that only touches the surface of all the needs that can be addressed by QoS.

Why QoS Is Necessary in a Switched Environment

One of the most commonly asked questions is whether QoS is necessary in the Layer 2
environment. The basis for this question generally seems to be the belief that you can just
"throw bandwidth at the problem"—that is, alleviate the problem of congestion by continuing to
upgrade bandwidth.

Generally speaking, it's difficult to argue against the theory of providing so much bandwidth that
congestion can be avoided. The truth is that if you install a 100-Mbps link between two switches
that need only 10 Mbps, you're not going to have congestion. The cost of this theory starts
getting ridiculous, however, when you approach congestion on higher-speed links.

The theory of continuing to upgrade bandwidth suffers from other problems: Primarily, the
nature of TCP traffic is that it takes as much bandwidth as it can. For instance, you could
upgrade your 100-Mbps link to a 200-Mbps Fast EtherChannel and still not have enough
bandwidth to support good voice quality. In this case, perhaps FTP applications dominate the
link. Whereas these applications were previously functioning well on the 100-Mbps link, due to
TCP windowing, they are now taking far more bandwidth than before. In a case like this, it is
difficult to get a true idea about how much bandwidth is required. You could upgrade to a 1-
Gbps link, of course, but that confirms the fact that it's going to get expensive very quickly to
follow that theory.



Still another problem helps make the case for QoS in the LAN. That problem is interactive traffic,
such as voice and video conferencing. With most data traffic, there is no concern about jitter and
little concern about delay, but that isn't the case with voice and video conferencing traffic. These
real-time applications have special requirements with regard to delay and jitter that are just not
addressed by adding more bandwidth. Even with abundant bandwidth, it is still possible that the
packets of a voice flow could experience jitter and delay, which would cause call quality
degradation. The only way to truly ensure the delay and jitter characteristics of these flows is

through the use of QoS.



Cisco AVVID

As the incentives became greater and greater to migrate away from separate networks for data,
voice, and video in favor of a single IP infrastructure, Cisco developed the Architecture for Voice,
Video, and Integrated Data (AVVID), which provides an end-to-end enterprise architecture for
deploying Cisco AVVID solutions. These solutions enable networks to migrate to a pure IP
infrastructure; Cisco AVVID solutions include the following:

e |P telephony

e |P video conferencing

e MxU (that is, multi-tenant, hospitality, and so forth)
e Storage networking

e Virtual private networks

e Content networking

e Enterprise mobility

e |IP contact center

The idea behind the AVVID architecture is that an enterprise environment can't possibly keep up
with every emerging technology and adjust quickly to the individual changes in specific
application deployments. With the AVVID architecture, Cisco provides a foundation of network
engineering that allows an enterprise environment to quickly adapt to changes in all of these
areas. In addition to the physical layer, the AVVID architecture also consists of the intelligent
network services (such as QoS) that are necessary to transform a traditional data network into
an advanced e-business infrastructure that provides customers with a competitive advantage.

AVVID is not a single mechanism or application; instead, it is an overall methodology that
enables customers to build a converged network and adapt quickly to the ever-changing
demands placed on that network. The requirements for IP-based voice and video, for example,
may be different from the requirements for the next x-over-I1P requirement.

QoS in the AVVID Environment

The foundation for the AVVID architecture is the assumption that all services (including VolP)
use a common infrastructure. The network requirements of VolP traffic differ from those of a
regular data flow (such as FTP). An FTP flow, for instance, requires a large amount of bandwidth,
is very tolerant to delay and packet loss, and couldn’t care less about jitter. Conversely, VolP
takes a relatively tiny amount of bandwidth, is very sensitive to packet loss, and requires low
delay and jitter. By treating these two flows the same on your network, neither would be likely
to get ideal service, and the FTP traffic could ultimately dominate the link, causing poor call
quality for your VolP.

For this reason, QoS is one of the cornerstones of the Cisco AVVID. Without QoS applied to the
converged links in a network, all packets receive the same treatment and real-time applications
suffer. Many QoS considerations exist in a Cisco AVVID environment, but the primary things that
all QoS mechanisms are concerned with are constant: bandwidth, delay, jitter, and packet loss.



VolIP environments have multiple requirements. Assume that there is a T1 link between two
branch offices, and you have determined that you can spare enough of that link for three

concurrent VolP calls. Figure 1-3 shows the minimum QoS mechanisms that you would
configure.

Figure 1-3. Minimum QoS Mechanisms for VolP in a Specific AVVID
Environment
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If you modify that assumption, only slightly, the required mechanisms change. The changes are
not dramatic, but call quality will certainly suffer if they are not made. Assume that the topology
now is Frame Relay, rather than a point-to-point connection, with one end at full T1 speed and
the other end at 384 kbps. Figure 1-4 shows the additional mechanisms that would be used.

Figure 1-4. QoS Mechanisms for VoIP in a Mixed-Bandwidth
Environment
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Overview of Integrated and Differentiated Services

QoS standards fit into three major classifications: integrated services, differentiated services,
and best effort.

Integrated services and differentiated services are discussed individually, but best effort (BE) is
not. BE is just the treatment that packets get when no predetermined treatment is specified for

them. When there is no QoS at all, for example, all traffic is treated as BE. BE can also be used

to refer to that traffic that is not given special (or defined) treatment with integrated services or
differentiated services.

Integrated Services Versus Differentiated Services

Several models have been proposed to provide QoS for the Internet. Each has advantages and
drawbacks, with regard to the Internet, but the model that has been more generally accepted
recently is the differentiated services model. In an enterprise environment, however, both
models can prove very useful. Note that you can also use these models in combination to achieve
end-to-end QoS, taking advantage of the strengths of each model. At this time, only the
differentiated services model is fully supported on the Catalyst 6500.

Definition of Integrated Services

Integrated services (IntServ) is the name given to QoS signaling. QoS signaling allows an end
station (or network node, such as a router) to communicate with its neighbors to request specific
treatment for a given traffic type. This type of QoS allows for end-to-end QoS in the sense that
the original end station can make a request for special treatment of its packets through the
network, and that request is propagated through every hop in the packet's path to the
destination. True end-to-end QoS requires the participation of every networking device along the
path (routers, switches, and so forth), and this can be accomplished with QoS signaling.

In 1994, RFC 1633 first defined the IntServ model. The following text, taken from RFC 1633,
provides some insight as to the original intent of IntServ:

We conclude that there is an inescapable requirement for routers to be able to reserve
resources, in order to provide special QoS for specific user packet streams, or "flows". This
in turn requires flow-specific state in the routers, which represents an important and
fundamental change to the Internet model.

As it turns out, the requirement was not as inescapable as the engineers who authored RFC 1633
originally thought, as evidenced by the fact that the Internet still relies almost entirely on BE
delivery for packets.

IntServ Operation

Resource Reservation Protocol (RSVP), defined by RFC 2205, is a resource reservation setup
protocol for use in an IntServ environment. Specifics of operation are covered shortly, but the
general idea behind RSVP is that Bob wants to talk to Steve, who is some number of network
hops away, over an IP video conferencing (IPVC) system. For the IPVC conversation to be of
acceptable quality, the conversation needs 384 kbps of bandwidth. Obviously, the IPVC end



stations don't have any way of knowing whether that amount of bandwidth is available
throughout the entire network, so they can either assume that bandwidth is available (and run
the risk of poor quality if it isn't) or they can ask for the bandwidth and see whether the network
is able to give it to them. RSVP is the mechanism that asks for the bandwidth.

The specific functionality is probably backward from what you would guess, in that the receiver
is the one who actually asks for the reservation, not the sender. The sender sends a Path
message to the receiver, which collects information about the QoS capabilities of the
intermediate nodes. The receiver then processes the Path information and generates a
Reservation (Resv) request, which is sent upstream to make the actual request to reserve
resources. When the sender gets this Resv, the sender begins to send data. It is important to
note that RSVP is a unidirectional process, so a bidirectional flow (such as an IPVC) requires this
process to happen once for each sender. Figure 1-5 shows a very basic example of the resource
reservation process (assuming a unidirectional flow from Bob to Steve).

Figure 1-5. Path and Resv Messages for a Unidirectional Flow from Bob
to Steve
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The other major point to note about RSVP is that RSVP doesn't actually manage the reservations
of resources. Instead, RSVP works with existing mechanisms, such as Weighted Fair Queuing, to
request that those existing mechanisms reserve the resources.

Although RSVP has some distinct advantages over BE and, in some cases, over differentiated
services, RSVP implementations for end-to-end QoS today are predominantly limited to small
implementations of video conferencing. That said, RSVP is making a strong comeback and some
very interesting new things (beyond the scope of this book) are on the horizon for RSVP. If
you're interested in a little light reading on the subject, have a look at RFCs 3175, 3209, and

3210.



Definition of DiffServ

To define differentiated services (DiffServ), we'll defer to the experts at the IETF. The following
excerpt is from the "Abstract" section of RFC 2475:

This document defines architecture for implementing scalable service differentiation in the
Internet. This architecture achieves scalability by aggregating traffic classification state
which is conveyed by means of IP-layer packet marking using the DS field [DSFIELD].
Packets are classified and marked to receive a particular per-hop forwarding behavior on
nodes along their path. Sophisticated classification, marking, policing, and shaping
operations need only be implemented at network boundaries or hosts. Network resources
are allocated to traffic streams by service provisioning policies which govern how traffic is
marked and conditioned upon entry to a differentiated services-capable network, and how
that traffic is forwarded within that network. A wide variety of services can be implemented
on top of these building blocks.

To make that definition a little less verbose: The differentiated services architecture is designed
to be a scalable model that provides different services to different traffic types in a scalable way.
It must be possible to tell packets of one type from another type to provide the DiffServ, so
techniques known as packet classification and marking are used. After packets of different types
have been marked differently, it's possible to treat them differently based on that marking at
each hop throughout the network, without having to perform additional complex classification
and marking.

DiffServ Operation

DiffServ is a complicated architecture, with many components. Each of these components has a
different purpose in the network and, therefore, each component operates differently. The major
components of the DiffServ architecture perform the following tasks:

e Packet classification

e Packet marking

e Congestion management

e Congestion avoidance

e Traffic conditioning

These mechanisms can be implemented alone or in conjunction with each other. Figure 1-6
shows a possible implementation of these mechanisms in a production network.

Figure 1-6. An Example of the Implementation of Various DiffServ
Components
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The sections that follow describe the five major components of the DiffServ architecture in
greater detail.

Packet Classification

Packet classification can be simple classification, based on Layer 2 or Layer 3 information, and
is, as the name implies, a set of mechanisms that can distinguish one type of packet from other.
An example of a simple packet classification mechanism is matching against an access list that
looks for packets with a specific source and destination IP address. This packet classification can
also be far more complex, looking at things such as destination URL and MIME type. An example
of a more complex packet classification mechanism available in Cisco routers is network-based
application recognition (NBAR). NBAR is capable of matching on a variety of Layer 4 through
Layer 7 characteristics, such as those listed previously. NBAR is also capable of stateful packet
inspection, which dramatically increases the potential functionality. Whatever the actual
classification capability of a specific mechanism, packet classification is typically performed as
close as possible to the traffic source and is usually used in conjunction with packet marking. The
wordstypically and usually were used intentionally here, because your particular setup may
necessitate performing these functions at other places in your network.

Packet Marking



Packet marking is a function that allows a networking device to mark packets differently, based
on their classification, so that they may be distinguished more easily at future network devices.
Consider this analogy: Many states have smoking-prohibited sections in restaurants, but
restaurants in North Carolina (where all of this book's authors live and work) still have smoking
sections. Therefore, every time we walk into a restaurant, we have to state our personal
preference about whether we want to sit in the smoking or non-smoking section. It seems like a
lot of wasted time to ask and answer that question over and over again—wouldn't life be easier if
I could just walk into a restaurant and they knew where to seat me? This is a loose analogy to
the function of packet marking in the sense that a packet only requires complex classification
(Do you prefer smoking or nonsmoking, sir?) to happen once. After the packet has been
classified at the first router hop, a marking is applied so that all future network hops can just
look at the marking and know what to do with that packet. Packet marking is, as previously
mentioned, generally deployed in conjunction with packet classification as close to the source as
possible. One of the reasons that the DiffServ model is so scalable is that the complex packet
classification and packet marking are both recommended for deployment on only the first-hop
Layer 3-capable device. In a typical enterprise network deployment, this means a branch office
device (which serves a small subset of the total user community) performs the complex
operations for that branch. Then that marking is carried with the packet throughout the network,
limiting the burden on the core of the network to very simple classification of packets (based on
the markings that were applied at the edge of the network) and the switching of those packets to
the appropriate egress interface.

Congestion Management

Congestion management has many subcomponents (discussed in more detail later in this
chapter, but the overall function of congestion management is to isolate various classes of traffic
(based either on complex classification at the first hop or based on packet marking at nonedge
devices), protect each class from other classes, and then prioritize the access of each class to
various network resources. Typically, congestion management is primarily focus on re-ordering
packets for transmission. This impacts the overall bandwidth given to each class, however, and
also impacts the delay and jitter characteristics of each class. Because of limited queue lengths,
the delay experienced by packets in a given class could impact the packet loss experienced by
the traffic in that class. Stated another way, if a large amount of delay exists for a given traffic
type and the queue fills, packets for that class will be tail dropped. Congestion management in
Cisco routers is an egress function and includes mechanisms such as CBWFQ and LLQ.
Congestion management is typically used at all network layers (access, distribution, and core) in
a real-time environment, but no strict rules dictate where you must use congestion management
in your network.

Congestion Avoidance

Congestion avoidance is specifically designed to discard packets to avoid congestion. The
concept behind congestion avoidance is based on the operation of TCP. The details of TCP
operation are beyond the scope of this text, but the basic concept is that when TCP traffic is sent,
the receiver of the traffic is expected to acknowledge the receipt of said traffic by sending an
acknowledgment (ACK) message to the sender. If the sender doesn't receive this ACK in a given
amount of time, it assumes that the receiver didn't receive the transmission. In response to this
assumption, the sender will reduce its TCP window size (which essentially reduces the rate of
transmission) and retransmit the traffic for which it did not receive an ACK. Note that all of this
happens without the sender ever actually being told by the receiver that packets weren't
received. A good analogy is two people having a conversation; one person asks the other a
question, but receives no answer. After some reasonable amount of time, the person probably
assumes that the other person didn't hear the question and repeats the question. Congestion



avoidance is implemented in Cisco routers as Weighted Random Early Detection (WRED) and is
the process of monitoring the depth of a queue, and randomly dropping packets of various flows
to prevent the queue from filling completely. This section covers the concept of congestion
avoidance, however, not the WRED implementation specifics. Chapter 2, "End-to-End QoS:
Quality of Service at Layer 3 and Layer 2," contains a more thorough discussion of WRED. By
randomly discarding packets of various flows, two things are prevented. First, you prevent the
queue from becoming completely full—if allowed to fill completely, "tail drop” would occur (that
is, all incoming packets would be dropped). Tail drop is not good, because multiple packets from
the same flows can be dropped, causing TCP to reduce its window size several times, thereby
causing suboptimal link utilization. Second, it is possible to add intelligence to the decision-
making process for which packets are "randomly™ dropped; in the case of WRED, IP precedence
orDiffServ codepoint (DSCP) markings can be used to influence which packets are dropped and
how often.

Traffic Conditioning

Traffic conditioning contains two major components:

e Policers— Policers perform traffic policing, which means dropping packets that exceed a
defined rate to control the rate at which traffic passes through the policer. Examples of
policers implemented by Cisco are the committed access rate (CAR) policer and the class-
based policer. The goal of policing is to rate limit traffic; an example of a practical
application for a policer is to limit the amount of FTP traffic allowed to go out of a given
interface to 1 Mbps. Traffic that exceeds this 1-Mbps rate limit is dropped. TCP retransmits
dropped packets, UDP does not, which is a consideration when deciding whether a policer is
right for a given situation.

e Shapers— Shapers perform traffic shaping, which, in Cisco equipment, takes many forms;
generic traffic shaping (GTS), Frame Relay Traffic shaping (FRTS), class-based traffic
shaping, and so on. The specific shaper that is used is not of consequence, because the
concept is the same for all of them. The goal of the shaper is to limit the rate at which
packets pass through the shaper by buffering packets that exceed a defined rate and
sending those packets later. The goal is that, over time, the rate of transmission will be
smoothed out to the defined rate. This is in contrast to the operation of a policer, where
traffic is dropped if the defined rate is exceeded. Both policers and shapers have benefits
and drawbacks, and each situation must be evaluated to determine which mechanism is
best. For example, FTP traffic (which is TCP based and very tolerant of packet drops) can
be policed without negatively impacting the usability of the application. Because FTP
doesn't mind some delay in the transmission of its packets, in many cases FTP can also be
shaped without any negative impact to the application. VoIP traffic, on the other hand,
does not tolerate delay very well at all, so it is desirable to drop (police) a VolP packet
rather than delay (shape) it.



Differentiated Services: A Standards Approach

As you have just seen, many components comprise the DiffServ architecture, and those
components can be used in many different ways. Of course, there are also different
implementations of these mechanisms, which have been given different names by different
vendors. The key to the DiffServ architecture's successful implementation in a multivendor
environment, however, is that the entire architecture is standards-based. Regardless of what
name each vendor uses to market a given feature, all the features that comprise the DiffServ
architecture are standardized and should, therefore, interoperate between vendors with very
predictable results. The idea of being able to provide predictable service to packets through the
network is fundamental to being able to provide good QoS. This is especially critical when
dealing with real-time interactive traffic, such as VolP, but is also important for consistent data
handling across multiple network nodes.

RFC 2475: Terminology and Concepts

The treatment given to a packet at each of these nodes, or hops, is called a per-hop behavior
(PHB). PHBs are defined by RFC 2475 as "the externally observable forwarding behavior applied
at a DS-compliant node to a DS behavior aggregate.” For clarification, RFC 2475 also defines a
DS behavior aggregate (or BA, which isn't nearly as complicated as it sounds) as, "a collection of
packets with the same DS codepoint crossing a link in a particular direction." This concept was
introduced earlier in this chapter, but RFC 2475 basically says that all packets with the same
DSCP marking must be treated the same when passing through a given interface, in a given
direction. It is possible to define a BA based on multiple criteria. Although not explicitly defined
in the terminology of RFC 2475, the permissibility of such a BA definition can be inferred from
the definition of the multifield (MF) classifier, "which selects packets based on the content of
some arbitrary number of header fields; typically some combination of source address,
destination address, DS field, protocol 1D, source port and destination port."” In other words, it is
possible to group packets together, to receive a PHB, based on criteria other than the DSCP
marking of those packets.

The question that naturally follows the definitions given by RFC 2475 is "what is a 'forwarding
behavior?™ RFC 2475 states the following:

"Forwarding behavior" is a general concept in this context. For example, in the event that
only one behavior aggregate occupies a link, the observable forwarding behavior (i.e., loss,
delay, jitter) will often depend only on the relative loading of the link (i.e., in the event that
the behavior assumes a work-conserving scheduling discipline). Useful behavioral
distinctions are mainly observed when multiple behavior aggregates compete for buffer and
bandwidth resources on a node. The PHB is the means by which a node allocates resources
to behavior aggregates, and it is on top of this basic hop-by-hop resource allocation
mechanism that useful differentiated services may be constructed.

Simply stated, it's something that you can distinctly measure (that is, bandwidth, delay, jitter,
loss), and observing different forwarding behaviors is typically only possible when multiple traffic
types compete for resources on a congested link. Further, this basic ability to provide different
resource allocations to behavior aggregates on a hop-by-hop basis is the foundation for DiffServ.

RFC 2475 also gives a great example:

The most simple example of a PHB is one which guarantees a minimal bandwidth allocation
of X% of a link (over some reasonable time interval) to a behavior aggregate. This PHB can



be fairly easily measured under a variety of competing traffic conditions. A slightly more
complex PHB would guarantee a minimal bandwidth allocation of X% of a link, with
proportional fair sharing of any excess link capacity.

RFC 2474: Terminology and Concepts

As previously discussed, traffic can be grouped into behavior aggregates only by DSCP, or based
on multiple fields (for example, DSCP and source IP address). As you read this section, keep in
mind that the DiffServ RFCs focus mainly on the classification by DS behavior aggregate.

RFC 2475 states the following:

Nodes within the DS domain select the forwarding behavior for packets based on their DS
codepoint, mapping that value to one of the supported PHBs using either the recommended
codepoint = PHB mapping or a locally customized mapping [DSFIELD].

In more basic terms, a networking device decides which PHB to give a packet based on the DSCP
value assigned to the packet. This value can either be one that is mapped to a PHB as defined by
an RFC, or it can be a marking that is not standardized but has local significance. For example,
DSCP value 26 (decimal) is mapped to a standardized PHB (called AF31, which is discussed later
in this chapter), but DSCP value 27 (decimal) is not mapped to any standardized PHB.
Therefore, when a network device receives packets marked with DSCP 26, certain assumptions
can be made about the expected forwarding behavior. On the other hand, no assumptions can
be made about the expected forwarding behavior for packets marked with DSCP 27, because
that codepoint has no standardized PHB.

Because codepoint markings are very important in the DiffServ architecture, it seems prudent to
discuss the origins of the DSCP values: RFC 2474. RFC 2474 obsoletes RFC 791, which defined
the IPv4 type of service (ToS) octet, more commonly discussed as IP precedence. The Abstract
section of RFC 2474 states the purpose of the document:

This document defines the IP header field, called the DS (for differentiated services) field.
In IPv4, it defines the layout of the TOS octet; in IPv6, the Traffic Class octet. In addition, a
base set of packet forwarding treatments, or per-hop behaviors, is defined.

Figure 1-7 shows the DS field format.

Figure 1-7. DS Field Format
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The addition of explicit congestion notification (ECN) to IP (RFC 2481) has since redefined bits 6
and 7 for use; however, a discussion of ECN is beyond the scope of this text.



RFC 2474 goes on to require that codepoint-to-PHB mappings must be configurable and that the
default configuration should include recommended codepoint-to-PHB mappings. The exception to
the requirement that codepoint-to-PHB mappings be configurable is for codepoints xxx000,
because these codepoints, called class selector codepoints, are reserved for backward
compatibility with IP precedence. The specifics of this backward compatibility are beyond the
scope of this text, but the concept is that when bits 3, 4, and 5 of this byte are set to O, and any
of the first 3 bits of the byte (which were previously used for IP precedence) are not O, the
packet is handled as if it is marked with IP precedence. In other words, 001000 and 010000 are
treated as if they are IP precedence 1 and IP precedence 2, respectively. No attempt is made in
RFC 2474 to maintain any backward compatibility with bits 3 through 6 or 7 (previously used as
the ToS bits and the must be zero [MBZ] bit, respectively).

Note as well that RFC 2474 documents the use of the codepoint 000000, which is the codepoint
for BE treatment. BE is the treatment that packets get when no QoS is enabled in a network, and
essentially means that the networking devices make every effort possible to get the packet to the
destination, but ultimately there are absolutely no guarantees with regard to delay, jitter, packet
loss, or bandwidth. In fact, there is no guarantee that the packet will even be transmitted. For
example, a router might have three classes of traffic, each guaranteed 1/3 of the total link
bandwidth. If all three classes are sending traffic equal to 1/3 of the total link bandwidth, the
link is going to be totally congested. In a situation like this, BE traffic, which by definition is not
classified into one of these three classes, has either very limited resources or none at all
(depending on the implementation specifics). This situation could lead to significant delay and,
ultimately, packet loss.

Assured Forwarding Versus Expedited Forwarding

Assured forwarding (AF, RFC 2597), and expedited forwarding (EF, RFC 2598) are PHBs that
have recommended codepoints. EF has only 1 recommended codepoint, whereas AF has 12
recommended codepoints.

RFCs 2597 and 2598 both describe PHBs; beyond that, they are not specifically related, but the
discussion of each has been combined in this section to contrast the two functions. The point of
contrasting these two PHBs is to demonstrate how the DiffServ architecture allows for a great
deal of flexibility in the PHBs that fall under the DiffServ umbrella. No relation or
interdependency exists between AF and EF, but because the EF PHB is the easier of the two to
understand, it is covered first.

RFC 2598, "An Expedited Forwarding PHB"

RFC 2598 defines "An Expedited Forwarding PHB" and states the following:

The EF PHB can be used to build a low loss, low latency, low jitter, assured bandwidth, end-
to-end service through DS domains.

This means that when a network node receives a packet, it should be transmitted as soon as
possible (adding as little delay as possible). This sounds a lot like voice service, right? Although
RFC 2598 doesn't explicitly discuss the intended use of this PHB, it can probably be safely
assumed that the primary intention for this PHB is real-time traffic, including voice and, in some
cases, interactive video. That's not, of course, to say that this PHB isn't ever used for any other
kind of traffic. | suppose that's one of the great things about the DiffServ architecture
implementation in Cisco equipment; it is very flexible and entirely user configurable. When |
teach QoS classes, my joke is that Cisco enables users to configure QoS any way they want to ...
even if it's wrong. RFC 2598 is actually one of the few things in the DiffServ architecture that



provides an opportunity to get into real trouble with misconfiguration.

Consider the fact that the EF PHB's main purpose is to provide a forwarding behavior that
introduces as little delay and jitter as possible. If more traffic is received for transmission than
an interface can transmit, a queue begins to form. When a device queues traffic, by definition it
introduces delay. As such, it can be inferred that building a queue is undesirable when
implementing the EF PHB.

Said another way, if a device queues traffic, it introduces delay; so to provide the EF PHB, a
device should not queue (or queue very little) traffic. Because this requirement means that the
EF traffic will be given strict priority for transmission (to minimize delay), there is a risk that the
receipt of too much EF traffic could cause starvation for other traffic on the link. One might
envision a situation in which there is a steady stream of EF traffic, received at the line rate of the
egress interface, and a stream of other traffic, received at the line rate of the egress interface. In
this situation, without a mechanism to prevent starvation, the strict priority of the EF traffic on
that link means that all the EF traffic is transmitted and none of the other traffic is transmitted.
That may very well be the intent of a particular user, but to prevent this situation from
unintentionally occurring, RFC 2598 calls for a measure of protection.

The measure that is called for to prevent the starvation of other traffic, just because a device
receives too much EF traffic, is the following provision:

The departure rate of the aggregate's packets from any DiffServ node must equal or exceed
a configurable rate.

This behavior can be represented by stating that the rate of arrival must be less than or equal to
the rate of departure, for packets receiving the EF PHB. To ensure that this is the case, the RFC
suggests that a policer be used to rate limit the EF traffic, which is what is used in most Cisco
devices. Specifically, if the configuration requires EF for all packets marked DSCP 46, and if 128
kbps is the configured egress rate for traffic receiving the EF PHB, and 129 kbps of traffic marked
DSCP 46 is offered, 1k of traffic marked DSCP 46 is dropped to ensure that the rate of arrival
into the EF queue does not exceed the rate of departure. This example, by the way, assumes link
congestion is present. When no congestion exists, queuing does not become active and,
therefore, the policing mechanism would also not become active. Stated another way, when
there is no congestion, there is no policing of traffic that would, in the event of congestion, be
placed in the priority queue for strict priority scheduling.

RFC 2597, "Assured Forwarding PHB Group”

In part, the Abstract of RFC 2597 states the following:

The AF PHB group provides delivery of IP packets in four independently forwarded AF
classes. Within each AF class, an IP packet can be assigned one of three different levels of
drop precedence.

Until now, this text has only discussed single PHBs, so new terminology needs to be clarified
before discussing AF in detail. The original RFC (2597) calls AF, as a whole, a PHB group. RFC
3260 later clarifies this definition and states that AF is actually a type of PHB group, which
actually contains four separate PHB groups.

If you understand the implications of that correction, great! If you're scratching your head at the
moment, don't despair. Before you finish reading this section, you'll understand the distinction
and its importance.

RFC 2597 defines 12 DSCPs, which correspond to 4 AF classes, each class having 3 levels of
"drop precedence." Visualize four totally separate buckets, each having three compartments, and



you have the general idea. Each AF class (referred to as AF1x, AF2x, AF3x, and AF4x) is
completely independent of the other classes. Within each class, however, there are three levels
of drop precedence (for example, AF1x contains AF11, AF12, and AF13). These drop precedence
levels, within each class, have relativity to the other drop precedence values in their class, but
no relativity at all to the other classes. Note that the first number is always the AF class to which
the packets belong, and the second number is always the packet's drop precedence value. For
clarification, there is no such thing as AF10 or AF14; there are only three levels of drop
precedence per AF class.

Stated more directly, each AF class is totally independent of the other three and no assumptions
can be made regarding the treatment of packets belonging to one class when compared with the
treatment of packets belonging to another class. Within a class, however, assumptions may be
made regarding the treatment of packets with different drop precedence values.

All the classes and their drop precedence values are represented by the DSCP markings that are
given to packets. Table 1-2 lists the 12 recommended codepoints defined by RFC.

Table 1-2. Codepoints Recommended by RFC 2597

Class | Low Drop Precedence Medium Drop Precedence High Drop Precedence
AF1 | 001010 (AF11) 001100 (AF12) 001110 (AF13)
AF2 010010 (AF21) 010100 (AF22) 010110 (AF23)
AF3 011010 (AF31) 011100 (AF32) 011110 (AF33)
AF4 | 100010 (AF41) 100100 (AF42) 100110 (AF43)

RFC 2597 dictates that packets with a low drop preference must be dropped with a probability
less than or equal to the probability with which medium drop precedence packets would be
dropped and that packets with a medium drop precedence must be dropped with a probability
less than or equal to the probability with which high drop precedence packets would be dropped.
The "or equal to" part allows for the equal treatment of all packets within an AF class but,
assuming that the drop precedence is going to be used to treat packets differently, high drop
precedence packets are going to be dropped first in an AF class. Again, there can be no
assumptions made about the probability of a packet from AF1x being dropped, with respect to
the probability of a packet from AF2x being dropped.

Recall, from the beginning of this section, the seemingly pointless clarification of the AF PHB
standard as one that defines multiple PHB groups, rather than one large PHB group? The reason
that distinction is so critical is that a PHB group has components that are somehow relative to
each other. With the redefinition of the AF standard as one that defines four distinct PHB groups,
the point is now very clear that AF1x is a PHB group by itself and is, therefore, totally separate
from the other AF classes. This total separation makes sure that everyone implementing the AF
standard knows that absolutely no relativity exists between the drop probabilities of packets in
different AF classes.

RFC 2597 and RFC 2598: Practical Application in a Cisco Network

All the RFCs in the world don't do anyone any good until they are actually implemented in a
network, so it seems prudent to look at the Cisco implementation of these two RFCs. Cisco



routers provide EF or AF treatment to implement these RFCs. Later chapters detail the
implementation specifics on the various Catalyst platforms, but it's important to first understand
these RFCs as they are implemented on Cisco routers so that you can use the Catalyst
information provided later to develop an end-to-end QoS strategy for your network.

EF Treatment

First, the EF PHB recommends DSCP 46 (101110) be used to mark packets that should received
EF treatment. The mechanism for performing this marking is beyond the scope of RFC 2598, but
many mechanisms can be used to perform this task, as the list that follows demonstrates:

e CAR

e Policy-based routing

e Dial peers

e Class-based marking

e Class-based policer

In almost every case, class-based marking and class-based policer are the recommended
methods for performing packet marking in Cisco routers.

The mechanism in Cisco routers that actually provides the EF treatment to packets is called Low
Latency Queuing (LLQ). A lengthy discussion of LLQ's operation is beyond the scope of this text,
but the basic configuration defines a rate of departure for packets classified into the LLQ for EF
treatment. This definition of the rate of departure activates a policer for the rate of arrival for
packets into the LLQ. As such, a definition of 128 kbps of bandwidth with LLQ treatment means
that, if 129 kbps of traffic is marked for EF, and offered to the LLQ, 1 kbps will be dropped. LLQ
extends the CBWFQ model by introducing a single, strict priority queue.

AF Treatment

With regard to the same packet marking tools previously discussed, 12 codepoints are
recommended for use with AF. These 12 codepoints, listed earlier in the chapter, are divided into
4 classes, each with 3 codepoints.

Figure 1-8 shows a possible implementation of AF.

Figure 1-8. Possible Implementation of Assured Forwarding
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A class called Customer-A will get AF11, AF12, and AF13 traffic.

A class called Customer-B will get AF21, AF22, and AF23 traffic.

A class called Customer-C will get AF31, AF32, and AF33 traffic.

A class called Customer-D will get AF41, AF42, and AF43 traffic.

For each customer, an ingress policer marks the traffic based on the rate of the traffic. Up to 256
kbps is marked AFx1, above 256 kbps but below 768 kbps is marked AFx2, and above 768 kbps
is marked AFx3. During periods of congestion, this traffic is placed into the classes described
earlier as it egresses the aggregation router toward other regions. Because each class of traffic is
independently forwarded, and each class is guaranteed a certain amount of bandwidth (using
CBWFQ), the classes do not interfere with each other in any way.

Assume congestion and that Customers A, B, and C are all sending traffic at their CIR, but
Customer D is sending traffic at 1.5 Mbps. It wouldn't be fair to punish the other customers
because Customer D is not "behaving," so traffic is queued in the class called Customer-D and,
when that queue begins to fill, WRED begins to discard packets. Per the RFC that defines AF,
packets marked AF43 (those that were over 768 kbps) are discarded first, then packets marked
AF42 (those that were between 256 kbps and 768 kbps), and packets marked AF41 are
discarded only if no packets are marked AF43 or AF42.

It's not difficult to see how this could provide a service similar to Frame Relay where there is a
CIR with burst and extended burst capabilities. However, no hard rule mandates the purpose for
which AF must be used in your network.



Summary

This chapter defined QoS as the ability to create predictable service levels for various traffic
types in the network, and also as "managed unfairness" (that is, the ability to provide different
traffic types with unequal treatment while giving each type the treatment that it requires).

Integrated services and differentiated services have been discussed in detail, and you should
now understand where you might find each of these useful in your network. The thorough
discussion of some of the key DiffServ RFCs has provided the background information that you
need in future chapters, which discuss Cisco’s specific implementations of these standards. As
these mechanisms are discussed, you should be able to relate their behavior to the standardized
behaviors explained by the various RFCs that have been discussed in this chapter.



Chapter 2. End-to-End QoS: Quality of
Service at Layer 3 and Layer 2

Chapter 1, "Quality of Service: An Overview," introduced several of the fundamental concepts of
quality of service (Qo0S), various key RFCs, and explained various parts of the differentiated
services (DiffServ) architecture. This chapter builds upon Chapter 1 by continuing to explore
some DiffServ components and looking at mechanisms for traffic conditioning, link efficiency,
and classification at Layer 3. This chapter also introduces the concept of Layer 2 packet marking
for QoS and explains how Layer 2 markings relate to Layer 3 markings to facilitate end-to-end
QoS. Although this chapter doesn't focus specifically on QoS for IP telephony applications, you
will find examples of how Layer 2 QoS is used to allow voice traffic to traverse a switched
infrastructure with limited delay and jitter. This chapter also looks at various traffic-conditioning
components of QoS.

This chapter primarily focuses on QoS from a Cisco 10S router perspective. In addition, all the
examples of this chapter were demonstrated on a Cisco 10S router. The last two sections of this
chapter introduce QoS on the Catalyst platforms.



QoS Components

As discussed in Chapter 1, QoS is comprised of various components. This chapter discusses the
following QoS components in detail:

Congestion Management

Congestion Avoidance

Traffic Conditioning

Link Efficiency

Each QoS component plays an important role in building an overall QoS strategy for your
network, and each component offers unique characteristics that add value to your strategy.

In addition to discussing the various components, this chapter introduces you to some Cisco
implementations of these components. After discussing the concepts in general terms, this
chapter provides configuration examples and details how to verify your configurations using
show commands.

Simply defined, congestion exists when an interface is offered more traffic for transmission than
it is capable of transmitting. Congestion is usual in several common network design scenarios:

e LAN-to-WAN connections— When traffic is flowing from a LAN, where bandwidth is
typically at least 10 Mbps, to a WAN, where bandwidth is typically less than 10 Mbps, the
possibility of congestion is very real.

e Aggregation— When several links are aggregated and their traffic transmitted over a
single link, the possibility exists that a situation may cause congestion. If ten 10-Mbps links
were being aggregated into a Gigabit Ethernet connection, congestion would not be
possible, because the single link's bandwidth would exceed that of the aggregated links.
However, it is more common to see 24 or even 48 100-Mbps ports aggregated into a single
Gigabit Ethernet uplink. In this situation, the sum of traffic from the aggregated links has
the potential to exceed the capacity of the gigabit port.

e Speed mismatch— It is also possible to have congestion when traffic flows downstream,
from higher-speed aggregation links to lower-speed access links. For example, traffic
coming from the core of the network, through a Gigabit Ethernet link, to a PC that is
connected by a 100-Mbps connection may experience congestion. In this example, the
congestion point would occur at the 100-Mbps Ethernet port, as traffic tries to egress that
port toward the PC.



Congestion Management

QoS involves many components and features, but the component that is most typically
associated with the term QoS is congestion management. Congestion management is the key
component for QoS on Catalyst switches. The congestion management component of QoS itself is
made up of many different features in Cisco 10S and CatOS. All Catalyst switches that support
QoS features support congestion management or congestion avoidance. The next section looks
at these features in detail, but the purpose of this section is to define congestion management,

in general.

As the name implies, congestion management enables you to manage the congestion that is
experienced by packets at a given point in the network. Congestion management involves three
main steps:

1. Queues are created at the interface where congestion is expected. Depending on the
specific feature or mechanism being used to provide QoS and the platform on which the
QoS is being configured, there could be only two queues or there could be several hundred
(although there is currently no practical application for this many queues on any Catalyst
platform).

2. Packets (this could also be frames, but for the sake of simplicity, the word packets is used)
are then assigned to these queues, based on classification characteristics such as DiffServ
codepoint (DSCP) value. The classification of packets by characteristics is typically user-
defined, and packets are placed into queues by these predetermined characteristics. Some
examples of packet characteristics that are typically used in classification are the values in
the packet for IP precedence, DSCP, and Layer 2 class of service (CoS). It is also common
to use extended access lists to match packets based on more complex criteria, such as port
numbers.

3. Packets are then scheduled for transmission. Determining the scheduling of packets is
specific to every congestion management mechanism, but it can generally be said that
there will be a way to provide for the transmission of more packets out of some queues
than some others. That is, you will be able to give some packets better treatment than
others, with regard to the amount of bandwidth that those packets receive.

Congestion Management Mechanisms

As previously mentioned, several mechanisms in Cisco devices fall under the definition of
congestion management. Although this chapter does not get deep into the specifics of these
mechanisms, because there are several other books from Cisco Press that already cover these in
detail, an overview of the various mechanisms will help explain the overall function of congestion
management as part of an end-to-end QoS strategy.

The preceding section alluded to the need to queue packets, but did not explicitly discuss that
need. When dealing with a situation where more traffic needs to be transmitted than an interface
is capable of transmitting, some traffic must be queued while waiting for the resources necessary
to transmit that packet. Cisco devices utilize four main types of queuing, as follows:

e First In, First Out



e Priority Queuing
e Custom Queuing

e Weighted Fair Queuing

First In, First Out

First In, First Out (FIFO) Queuing has no concept of priority for packets. FIFO is the most basic
form of queuing, in that there is a default queue depth (64 packets in most cases) and that
number of packets will be buffered, in the order that they were received, and transmitted in the
order that they were received. A good analogy for FIFO is flying an airline where the first person
to show up at the counter gets to board the plane first, and the last person to arrive boards last;
there is no priority boarding for frequent flyers or other special treatment for certain passengers.

FIFO Queuing is the default behavior of most Catalyst switches where QoS is disabled and all
Catalyst switches that do not support QoS.

Priority Queuing

Priority Queuing (PQ), on the other hand, is all about priority. With PQ, there are four queues to
which packets are assigned. The queues are called High, Medium, Normal, and Low, and packets
are serviced in that order, with all packets from the High queue being transmitted first. You can
draw an analogy between PQ and the way that most airlines board their flights. All of the first-
class passengers board first, then all of the elite frequent fliers, then the passengers in the rear
of the main cabin, and then the passengers in the front of the main cabin. Unlike an airline,
which eventually allows everyone with a ticket to board, PQ would continue to service "elite"
packets to the point that other packets would not be able to get through. This condition is called
queue starvation, because the applications with packets in lower-level queues can actually be
starved of bandwidth by a high volume of traffic in higher-level queues.

Current Catalyst switches support PQ as an optional method for applying strict priority to Voice
over IP (VolP) traffic. Each platform that supports PQ varies slightly in implementation and
architecture. Refer to the corresponding platform chapters for a discussion these variations.

Custom Queuing

Custom Queuing (CQ) does not have a strict priority scheduling mechanisms like PQ; instead, CQ
tries to be fair by providing all classes with some ability to transmit packets in each interval of
time. With CQ, there can be up to 16 queues and the packets in those queues are serviced in a
round-robin fashion. That is, some packets from each queue are transmitted in each time
interval. This method is similar to an airline deciding that in every 5-minute period, they will
board 1 first-class passenger, 5 elite frequent fliers, 10 people seated in the rear of the main
cabin, and 7 people seated in the front of the main cabin. If it seems like this method might
become a little confusing at the airport, rest assured that it's fairly confusing to configure in a
router, too.

Weighted Fair Queuing

Weighted Fair Queuing (WFQ) is a dynamic process that divides bandwidth among queues based
on weights. The process is designed to be fair, such that WFQ ensures that all traffic is treated



fairly, with regard to its weight.

There are several forms of WFQ, including Class-based Weighted Fair Queuing (CBWFQ) and Low
Latency Queuing (LLQ).

CBWEFQ is probably the form of WFQ that is most commonly being deployed these days. CBWFQ
works quite a bit like CQ, but the algorithm is more efficient and the configuration is quite a bit
easier to understand. With CBWFQ, classes are created and traffic is assigned to those classes,
as explained earlier in this chapter. Bandwidth is then assigned to those classes, and the amount
of bandwidth assigned to a given class determines the amount of scheduling that class receives.
In other words, the bandwidth statement on a given class determines the minimum amount of
bandwidth that packets belonging to that class receive in the event of congestion.

In the recent past, a PQ was added to the CBWFQ mechanism, specifically to handle VolP traffic.
This addition was necessary because, although CBWFQ did an excellent job of dividing up the
available bandwidth, CBWFQ did not give any specific regard to the delay or jitter being
introduced by queuing packets.

The LLQ mechanism is CBWFQ with a single PQ, which receives strict scheduling priority. To go
back to airline analogies, this is the equivalent of preboarding courtesies that are often offered to
persons with special needs or those traveling with small children. In spite of the fact that these
people may not be in first class, or elite frequent fliers, they are moved directly to the front of
the line and put on the plane first because they have special needs. In the case of VolP traffic, it
may not be the most important traffic on your network, but it has very specific requirements for
delay and jitter and, therefore, must be moved to the front of the line for transmission.

Catalyst switches use classification to appropriate queuing frames for transmission. Although
Catalyst switches only support the Cisco 10S features WFQ, CBWFQ, and LLQ on WAN interfaces,
Ethernet interfaces use similar forms of queuing but vary in configuration and behavior.

Scheduling

Scheduling allows resource sharing, specifically bandwidth, among classes of traffic or queues;
this scheduling becomes more important as congestion increases. On Cisco switching platforms,
frames are scheduled in several ways. The most commonly discussed is weighted round-robin
(WRR). Because the functionality and configuration of WRR on each specific platform is discussed
in the chapter for that platform, this chapter does not attempt to explain the functionality of
WRR. Instead, this section previews what is to come in future chapters. For additional
information about WRR and its implementation on Catalyst switches, refer to Chapter 6, "QoS
Features Available on the Catalyst 2950 and 3550 Family of Switches,” Chapter 7, "QoS Features
Available on the Catalyst 4000 10S Family of Switches and the Catalyst G-L3 Family of
Switches,"” and Chapter 8, "QoS Support on the Catalyst 6500."



Congestion Avoidance

In contrast to congestion management, which deals with congestion that already exists,
congestion avoidance mechanisms are designed to prevent interfaces or queues from becoming
congested in the first place. The actual methods used to avoid congestion are discussed shortly,
but keep in mind that the entire concept of congestion avoidance is based on the presence of TCP
traffic.

To understand why the benefits of congestion avoidance are only realized when the majority of
network traffic is TCP, it is important to understand the fundamental behavior of TCP. This
overview is intended to provide just such an understanding, and is not intended to be a
comprehensive discussion of TCP's behavior.

Unlike UDP, which has no acknowledgment mechanism, with TCP, when a packet is received, the
receiver acknowledges receipt of that packet by sending a message back to the sender. If no
acknowledgment is received within a period of time, the sender first assumes that data is being
sent too rapidly and reduces the TCP window size, and then the sender resends the
unacknowledged packet(s). Gradually, the sender increases the rate at which packets are being
sent by increasing the window size.

Without congestion avoidance, when a particular queue becomes completely full, something
calledtail drop occurs. Tail drop is the term used to describe what happens when the (n +1)
packet arrives at a queue that is only capable of holding n packets. That packet is dropped and,
consequently, no acknowledgment is sent to the sender of that packet. As previously mentioned,
this causes a reduction in the window size and a retransmission.

Tail drop presents several problems, however. Most troublesome is the fact that tail drop does
not use any intelligence to determine which packet(s) should be dropped; rather the (n + 1)
packet is just dropped, regardless of what type of packet it is. This could mean that a packet of
the most important traffic type in your network is dropped, whereas a packet from the least
important traffic type is transmitted. Another problem associated with tail drop is global
synchronization, which reduces the overall throughput of a link with many flows (but is beyond
the scope of this discussion).

All Catalyst switches experience tail drop when transmit queues become full. However, several
Catalyst switches support configuration of tail-drop thresholds among various queues to
minimize full conditions with higher-priority traffic. Chapters 6 and 8 discuss tail-drop thresholds
and configuration options available on the Catalyst 3550 Family and Catalyst 6500 Family of
switches, respectively.

Random Early Detection (RED)

The problems of tail drop and global synchronization can both be addressed with congestion
avoidance. Congestion avoidance is sometimes called active queue management, or Random
Early Detection (RED). The Introduction section of RFC 2309 defines the need for active queue
management as follows:

The traditional technique for managing router queue lengths is to set a maximum length (in
terms of packets) for each queue, accept packets for the queue until the maximum length is
reached, then reject (drop) subsequent incoming packets until the queue decreases
because a packet from the queue has been transmitted. This technique is known as "tail
drop”, since the packet that arrived most recently (i.e., the one on the tail of the queue) is
dropped when the queue is full. This method has served the Internet well for years, but it



has two important drawbacks.
1. Lock-Out

In some situations tail drop allows a single connection or a few flows to monopolize queue
space, preventing other connections from getting room in the queue. This "lock-out"
phenomenon is often the result of synchronization or other timing effects.

2. Full Queues

The tail drop discipline allows queues to maintain a full (or, almost full) status for long
periods of time, since tail drop signals congestion (via a packet drop) only when the queue
has become full. It is important to reduce the steady-state queue size, and this is perhaps
queue management's most important goal.

The naive assumption might be that there is a simple tradeoff between delay and
throughput, and that the recommendation that queues be maintained in a "non-full" state
essentially translates to a recommendation that low end-to-end delay is more important
than high throughput. However, this does not take into account the critical role that packet
bursts play in Internet performance. Even though TCP constrains a flow's window size,
packets often arrive at routers in bursts [Leland94]. If the queue is full or almost full, an
arriving burst will cause multiple packets to be dropped. This can result in a global
synchronization of flows throttling back, followed by a sustained period of lowered link
utilization, reducing overall throughput.

The point of buffering in the network is to absorb data bursts and to transmit them during
the (hopefully) ensuing bursts of silence. This is essential to permit the transmission of
bursty data. It should be clear why we would like to have normally-small queues in

routers: we want to have queue capacity to absorb the bursts. The counter-intuitive result
is that maintaining normally-small queues can result in higher throughput as well as lower
end-to-end delay. In short, queue limits should not reflect the steady state queues we want
maintained in the network; instead, they should reflect the size of bursts we need to
absorb.

Cisco 10S Software devices implement RED as WeightedRED (WRED), which serves the same
purpose as RED, but does so with preferential treatment given to packets based on their IP
precedence or DSCP value. If it is not desirable in your network to give different treatment to
packets of different IP precedence or DSCP values, it is possible to modify the configuration so
that all packets are treated the same.

The basic configuration for WRED in a Cisco 10S router is fairly simple:

Rout er (config)#interface Serial 6/0

Rout er (config-if)#random det ect



With only that configuration, IP precedence-based WRED is enabled, and all the defaults are
accepted. The configuration can be verified with the show queueing interface command as
demonstrated in Example 2-1.

Example 2-1. Verifying the WRED Configuration on a Cisco 10S Router
Interface

Rout er #show queueing interface serial 6/0
Interface Serial 6/0 queueing strategy: random early detection (WRED)
Exp-wei ght-constant: 9 (1/512)

Mean queue depth: O

cl ass Random dr op Tail drop M ni mum Maxi nrum Mar k
pkt s/ bytes pkts/ bytes thresh thresh prob
0 0/0 0/0 20 40 1/10
1 0/0 0/0 22 40 1/10
2 0/0 0/0 24 40 1/10
3 0/0 0/0 26 40 1/10
4 0/0 0/0 28 40 1/10
5 0/0 0/0 31 40 1/10
6 0/0 0/0 33 40 1/10
7 0/0 0/0 35 40 1/10
rsvp 0/0 0/0 37 40 1/10

There are several values shown in the show queueing output that have not yet been explained.

e Minimum threshold— When the average queue depth exceeds the minimum threshold,
packets start to be discarded. The rate at which packets are dropped increases linearly until
the average queue depth hits the maximum threshold.

¢ Maximum threshold— When the average queue size exceeds the maximum threshold, all
packets are dropped.

¢ Mark probability denominator— This number is a fraction and represents the fraction of



packets that are dropped when the queue size is at the maximum threshold. In the
preceding example, the mark probability denominator indicates that all IP precedence
levels will have 1 of every 10 packets dropped when the average queue depth equals the
maximum threshold.

In the show queueing output, notice that the minimum threshold is different for each IP
precedence level. It was previously mentioned that it is possible to modify the configuration so
that all IP precedence or DSCP values are treated the same. Example 2-2 shows one way to do
this.

Example 2-2. Configuring WRED Parameters on a Cisco 10S Router
Interface

Rout er (config)#i nterface s6/0
Rout er (confi g-if)#random det ect precedence 1 ?

<1-4096> mnimumthreshold (nunmber of packets)

Rout er (confi g-if)#random det ect precedence 1 20 ?

<1-4096> rmaxi mum threshold (nunmber of packets)

Rout er (config-if)#random det ect precedence 1 20 40 ?
<1-65535> nark probability denoni nator

<Cr>

Rout er (confi g-if)#random det ect precedence 1 20 40 10
Rout er (config-if)#random det ect precedence 2 20 40 10
Rout er (confi g-if)#random det ect precedence 3 20 40 10
Rout er (confi g-if)#random det ect precedence 4 20 40 10
Rout er (confi g-if)#random det ect precedence 5 20 40 10
Rout er (confi g-if)#random det ect precedence 6 20 40 10
Rout er (confi g-if)#random det ect precedence 7 20 40 10
Rout er (config-if)#exit

Rout er (confi g) #exi t



Rout er #show queueing i nterface s6/0
Interface Serial 6/0 gqueueing strategy: random early detection (WRED)
Exp-wei ght-constant: 9 (1/512)

Mean queue depth: O

cl ass Random dr op Tail drop M ni mum Maxi nrum Mar k
pkt s/ byt es pkts/ bytes thresh thresh prob
0 0/0 0/0 20 40 1/10
1 0/0 0/0 20 40 1/10
2 0/0 0/0 20 40 1/10
3 0/0 0/0 20 40 1/10
4 0/0 0/0 20 40 1/10
5 0/0 0/0 20 40 1/10
6 0/0 0/0 20 40 1/10
7 0/0 0/0 20 40 1/10
rsvp 0/0 0/0 37 40 1/10

As you can see from the show queueing output, the minimum threshold, maximum threshold,
and mark probability denominator are now the same for all IP precedence values. This is not
necessarily recommended; instead, it is shown to illustrate that the treatment of packets is
entirely user configurable.

It is also possible to use DSCP-based WRED, and the configuration options for that differ slightly,
as demonstrated in Example 2-3.

Example 2-3. Configuring DSCP-based WRED on a Cisco I10S Router
Interface

Rout er (config)#interface s6/0
Rout er (config-if)#random detect ?
dscp-based Enable dscp based WRED on an interface

prec-based Enable prec based WRED on an interface



<Cr>
Rout er (config-if)#random det ect dscp-based
Rout er (config-if)#random detect ?
dscp paraneters for each dscp val ue
dscp- based Enabl e dscp based WRED on an interface

exponenti al -wei ghti ng-constant wei ght for nean queue depth cal cul ation

flow enabl e fl ow based WRED

prec- based Enabl e prec based WRED on an interface
precedence paraneters for each precedence val ue
<Cr>

Rout er (config-if)#random detect dscp ?

<0- 63> Differentiated services codepoi nt val ue

af 11 Mat ch packets with AF11 dscp (001010)
af 12 Mat ch packets with AF12 dscp (001100)
af 13 Mat ch packets with AF13 dscp (001110)
af 21 Mat ch packets with AF21 dscp (010010)
af 22 Mat ch packets with AF22 dscp (010100)
af 23 Mat ch packets with AF23 dscp (010110)
af 31 Mat ch packets with AF31 dscp (011010)
af 32 Mat ch packets with AF32 dscp (011100)
af 33 Mat ch packets with AF33 dscp (011110)
af 41 Mat ch packets with AF41 dscp (100010)
af 42 Mat ch packets with AF42 dscp (100100)
af 43 Mat ch packets with AF43 dscp (100110)
csl Mat ch packets with CS1(precedence 1) dscp (001000)
cs2 Mat ch packets with CS2(precedence 2) dscp (010000)

cs3 Mat ch packets with CS3(precedence 3) dscp (011000)



cs4 Mat ch packets with CS4(precedence 4) dscp (100000)

cs5 Mat ch packets with CS5(precedence 5) dscp (101000)
cs6 Mat ch packets with CS6(precedence 6) dscp (110000)
cs7 Mat ch packets with CS7(precedence 7) dscp (111000)

default Match packets with default dscp (000000)
ef Mat ch packets with EF dscp (101110)

rsvp rsvp traffic

Rout er (config-if)#random detect dscp afl1l ?

<1-4096> mnimumthreshold (nunber of packets)

Rout er (config-if)#random detect dscp af1l 20 ?

<1-4096> nmaxi mum threshold (nunber of packets)

Rout er (config-if)#random detect dscp af1l1 20 40 ?
<1-65535> nark probability denoni nat or

<Cr>

Rout er (config-if)#random detect dscp af1l 20 40 10 ?

<Cr>

Rout er (config-if)#random detect dscp af1l 20 40 10

Rout er (config-if)#exit

Rout er (confi g) #exi t

Rout er #show queuei ng i nterface s6/0

Interface Serial 6/ 0 queueing strategy: random early detection (WRED)
Exp- wei ght-constant: 9 (1/512)

Mean queue depth: O



dscp Random dr op Tail drop M ni rum Maxi mum Mar k

pkt s/ byt es pkt s/ byt es thresh thresh prob
af 11 0/0 0/0 20 40 1/10
af 12 0/0 0/0 28 40 1/10
af 13 0/0 0/0 24 40 1/10
af 21 0/0 0/0 33 40 1/10
af 22 0/0 0/0 28 40 1/10
af 23 0/0 0/0 24 40 1/10
af 31 0/0 0/0 33 40 1/10
af 32 0/0 0/0 28 40 1/10
af 33 0/0 0/0 24 40 1/10
af 41 0/0 0/0 33 40 1/10
af 42 0/0 0/0 28 40 1/10
af 43 0/0 0/0 24 40 1/10
csl 0/0 0/0 22 40 1/10
cs2 0/0 0/0 24 40 1/10
cs3 0/0 0/0 26 40 1/10
cs4 0/0 0/0 28 40 1/10
cs5 0/0 0/0 31 40 1/10
cs6 0/0 0/0 33 40 1/10
cs7 0/0 0/0 35 40 1/10
ef 0/0 0/0 37 40 1/10
rsvp 0/0 0/0 37 40 1/10
def aul t 0/0 0/0 20 40 1/10

Theshow queueing output for af21, af31, and af41 indicates that the minimum threshold for
afll would have been 33 by default. As shown, the minimum threshold is 20, based on
commands entered.



NOTE

The afxx values shown in the show queueing output are related to the assured
forwarding per-hop behavior (AF PHB) discussed in Chapter 1. From the show
gueueing output, you can see that afx3 packets will be dropped before afx2 packets,
and afx2 packets will be dropped before afx1l packets. This behavior was explained in

detail in Chapter 1.

Incidentally, the term average queue depth has been used several times during this discussion of
WRED and, although a detailed explanation of this formula is beyond the scope of this chapter,
the formula used to calculate average queue depth is as follows:

Average = (old_average * (1 — 2 ™)) + (current_queue_size * 2 M), where n is the
exponential weight factor, which is user configurable.

CAUTION

If the value for n is set too high, WRED will not work properly and the net impact will
be roughly the same as if WRED were not in use at all.

At time of publication, the Catalyst 3550 Family and Catalyst 6500 Family of switches support
the WRED congestion management feature. Refer to the congestion management section in each
product chapter for the Catalyst 3550 Family and Catalyst 6500 Family of switches for more
details.



Token Bucket Mechanism

Atoken bucket is a formal definition of a rate of transfer. For this discussion, assume the token
bucket starts full. This implies the maximum amount of tokens is available to sustain incoming
traffic. Assume a bucket, which is being filled with tokens at a rate of x tokens per refresh
interval. Each token represents 1 bit of data. To successfully transmit a packet, there must be a
one-to-one match between bits and tokens. As a result, when a packet or frame arrives at the
port or interface, and enough tokens exist in the bucket to accommodate the entire unit of data,
the packet conforms to the contract, and therefore is forwarded. When the packet is successfully
transmitted, the number of tokens equal to the size of the transmitted packet is removed from
the bucket. Figure 2-1 illustrates the token bucket mechanism.

Figure 2-1. Token Bucket Mechanism
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If the actual ingress traffic rate exceeds the configured rate, and there are insufficient tokens in
the token bucket to accommodate the arriving traffic, the excess data is considered out-of-profile
and can be dealt with in one of two ways:

e Re-assign QoS values to appropriate header
e Drop packet

If the decision is to mark down the nonconforming traffic, the DSCP value is derived from the
mapping tables.

The token bucket mechanism has three components: a burst size, a mean rate, and a time
interval (Tc). Although the mean rate is generally represented as bits per second, any two values
may be derived from the third by the relation shown as follows:

Mean rate = burst size / time interval

Here are some definitions of these terms:

e Mean rate— Also called the committed information rate (CIR), it specifies how much data
can be sent or forwarded per unit time on average.

e Burst size— Also called the committed burst (Bc) size, it specifies in bits (or bytes) per
burst how much traffic can be sent within a given unit of time to not create scheduling
concerns. (For a shaper, such as generic traffic shaping (GTS), it specifies bits per burst;
for a policer, such as committed access rate (CAR), it specifies bytes per burst.)

e Time interval— Also called the measurement interval, it specifies the time quantum in
seconds per burst.

By definition, over any integral multiple of the interval, the bit rate of the interface will not
exceed the mean rate. The bit rate, however, may be arbitrarily fast within the interval.

A token bucket is used to manage a device that regulates the data in a flow. For example, the
regulator might be a traffic policer, such as CAR, or a traffic shaper, such as Frame Relay traffic
shaping (FRTS) or GTS. A token bucket itself has no discard or priority policy. Rather, a token
bucket discards tokens and leaves to the flow the problem of managing its transmission queue if
the flow overdrives the regulator. (Neither CAR nor FRTS and GTS implement either a true token
bucket or true leaky bucket.)

In the token bucket metaphor, tokens are put into the bucket at a certain rate. The bucket itself
has a specified capacity. If the bucket fills to capacity, newly arriving tokens are discarded. Each
token is permission for the source to send a certain number of bits into the network. To send a
packet, the regulator must remove from the bucket a number of tokens equal in representation
to the packet size.

If not enough tokens are in the bucket to send a packet, the packet either waits until the bucket
has enough tokens (in the case of GTS) or the packet is discarded or marked down (in the case
of CAR). If the bucket is already full of tokens, incoming tokens overflow and are not available to
future packets. Thus, at any time, the largest burst a source can send into the network is roughly
proportional to the size of the bucket.

Note that the token bucket mechanism used for traffic shaping has both a token bucket and a
data buffer, or queue; if it did not have a data buffer, it would be a policer. For traffic shaping,
packets that arrive that cannot be sent immediately are delayed in the data buffer.



For traffic shaping, a token bucket permits burstiness but bounds it. It guarantees that the
burstiness is bounded so that the flow never sends faster than the capacity of the token bucket
plus the time interval multiplied by the established rate at which tokens are placed in the bucket.
It also guarantees that the long-term transmission rate does not exceed the established rate at
which tokens are placed in the bucket.

All Catalyst switches that support policing utilize the token bucket algorithm for bandwidth-
limiting traffic flows. Chapters 6,7, and 8 discuss the token bucket algorithm for the Catalyst
2950 and 3550, 4000 10S, and 6500 Family of switches, respectively.



Traffic Shaping

Cisco devices utilize various types of traffic shaping, but this section is intended only to introduce
the general concept of traffic shaping, not the specific implementations. For information about
implementation on Cisco platforms, refer to Cisco.com.

The purpose of traffic shaping is to control the rate at which packets are sent out of an interface,
while preventing packet loss. You might choose to use traffic shaping for any number of reasons,
but the primary reasons are as follows:

e Data rate mismatch— In Frame Relay networks, it is common to have a main location
with a large amount of bandwidth and remote locations with smaller amounts of
bandwidth. Because the main location has no idea that the other end of the link has less
bandwidth, traffic shaping must be used to control the rate at which traffic is sent to the
remote locations.

e Controlling access to bandwidth— You might want to control access to bandwidth for
various reasons, even when plenty of bandwidth is available. A good example is tiered-
pricing or "burstable" Internet connections that have become popular in recent years.
These connections deliver a circuit with a high possible speed (for example, a DS3) but
charge based on average utilization of the circuit. So, if your company wants the flexibility
to quickly move to a higher rate, but wants to control expenses, ordering this type of circuit
and using traffic shaping to make sure that you do not exceed a certain subrate might be a
good choice.

The key benefit of traffic shaping is that packet buffering, rather than packet drop, is used to
achieve rate control. This is a crucial difference when dealing with drop-sensitive applications.
There is also a potential downside to shaping, however, because shaping is accomplished
through buffering, which introduces delay. Delay-sensitive traffic should not be shaped, unless
the potential impact is fully understood and acceptable in your environment.

The decision of whether a packet should be sent immediately or buffered until the next time
interval is based on the token bucket scheme that was introduced in the preceding section.



Policing

The purpose of the policer is to control the amount of bandwidth consumed by an individual
microflow, or an aggregate of flows. Do not confuse policing with traffic shaping. Although traffic
shaping limits flows to a specified rate, it buffers nonconforming traffic to ensure the flows
remain within the confines of the configured contract. Policing, on the other hand, does not
buffer nonconforming traffic. As a result, policing does not introduce additional jitter or delay,
which could impact the timely delivery and performance of real-time voice or video applications.

In contrast to traffic shaping, policing accomplishes rate control by dropping packets. The two
primary mechanisms for traffic policing in Cisco 10S are CAR and class-based policer. Cisco
Catalyst platforms do not support CAR, but do support a policing function. Depending on the
platform and supervisor engine, policing may be supported ingress only or both ingress and
egress. In addition, policing may be aggregate or per-flow. On non-Catalyst platforms, policing
is currently aggregate policing, although there are rumors that per-flow policing will be available
sometime in the future.

It is important to understand that policing leads to packet loss, and to understand the impact of
dropped packets on the application being policed. In the case of an application such as FTP,
which is TCP-based and very tolerant of dropped packets, policing has very little impact other
than the obvious impact of slowing the traffic rate. With an application such as IP-based video
conferencing, however, dropped packets may cause poor picture and sound quality, so policing
should be used with caution.

Networks use policing for dozens of reasons, but several of the most common reasons are as
follows:

e Subrate delivery— Local Internet service providers may sell something less than a T1
connection (for example, 384 kbps), but are forced to deliver that over a full T1. Some
providers choose to use a Frame Relay service that enables them to handle this problem
another way, but it is often less expensive for the ISP to just use a point-to-point T1 and
police the traffic coming into the provider's network. This also allows for an extremely
simple bandwidth upgrade if the customer calls and requests more bandwidth.

¢ Rate control of recreational traffic— It is not uncommon these days for networks with
no controls to be overrun with peer-to-peer file-sharing services such as Napster and
Kazaa. Many networks have chosen to implement policing to limit the impact that these
nonbusiness applications can have on their network.

e Network security— QoS mechanisms should never be viewed as an alternative to network
security devices but, when used to compliment network security devices, QoS mechanisms
can add to the overall security of the network. For example, policing ping traffic to a
reasonable amount (what is considered reasonable depends on the network) will not stop
someone from launching Internet Control Message Protocol (ICMP)-based attacks on your
network, but will be able to drop a good portion of the attack traffic as it enters your
network, thereby limiting the impact that the attack has on internal resources.

e Safety mechanism— If your network is implementing connection admission control (CAC)
to make sure that only two concurrent video sessions can be established over a single link,
there should not ever be more than two sessions in progress. As a safety mechanism, to
prevent rogue video traffic from dominating the link in the event of a failure of your CAC
device, a policer might be used to limit the total amount of video to equal the bandwidth
required for two concurrent sessions. It is important to note that, if the CAC mechanism



failed, policing would police the aggregate of the video traffic, which would likely impact
video quality. Although poor video quality is not ideal, other network traffic would be
protected.

As mentioned earlier, Cisco 10S has two main mechanisms for policing. CAR is a legacy
mechanism and, although a lot of networks use CAR today, future development efforts will be
put into class-based policer. Class-based policer was originally released to correspond to RFC
2697, which defines a single-rate three-color policer. The rate that is defined is the rate to which
traffic should be policed. The three colors refer to the capability to use conform-action, exceed-
action, and violate-action to specify different packet markings or actions (such as, drop) that can
be configured when packets conform to, exceed, or violate the specified rate. If only the
conform-action and exceed-action are specified, a single token bucket is used to perform the
policing. If the violate-action is specified, a second token bucket is also used.

With the release of RFC 2698, which defines a two-rate, three-color policer, Cisco 10S version
12.2(4)T added to the functionality of the policing function. With the introduction of two-rate
policing, it is now possible to specify both a CIR and a peak information rate (PIR).

CAR is not supported on Catalyst switches for shaping traffic between VLANs or Ethernet
interfaces. CAR is supported for shaping of traffic across WAN interfaces. Instead, Catalyst
switches use policers defined by policies to shape traffic across interfaces.



QoS Signaling

Resource Reservation Protocol (RSVP) is an IP service that enables hosts to make a request for
reserved bandwidth along the path to the destination host. Allowing an explicit reservation of
bandwidth end-to-end means that the traffic will have a guaranteed QoS.

It is important to understand that RSVP itself does not actually provide the bandwidth; it just
signals the router that there is a request. In Cisco devices, RSVP works in conjunction with WFQ
and WRED to provide the requested QoS.

Generally speaking, reserving bandwidth is not necessary for data flows other than real-time
applications, such as VolP or IP-based video conferencing. For these traffic types, latency and
bandwidth are both critical to performance and it makes sense to have an explicit reservation for
those characteristics along the network path.

RSVP works for unicast or multicast, and there are two types of reservations to be concerned
with:

¢ Distinct reservation— This is a flow that originates from one and only one source.
Distinct reservations are given a distinct reservation for each source on each link that the
traffic crosses. Unicast traffic and "one-to-many" multicast would likely both use distinct
reservations.

e Shared reservation— This is a flow that originates from one or more sources. A shared
reservation is used by a "many-to-many" multicast application, and there is a single
reservation, defined with a wildcard filter, such that any sender in the specified group has
access to the reservation.

Subnet Bandwidth Manager (SBM), defined by RFC 2814, is a signaling protocol that deals with
RSVP-based admission control on 802-based networks. Today, SBM is primarily used in switched
Ethernet environments for LAN-based admission control for RSVP flows. Simply stated, SBM is
responsible for handling admission control for resource reservations.

On each managed segment, an election process happens dynamically, and one device becomes
theDesignated Subnet Bandwidth Manager (DSBM). The DBSM is responsible for the admission
control on that specific segment. There can be more than one SBM on a segment, but only one is
elected as the DSBM.

The actual process of making a reservation, when a DBSM is present, includes the following

steps:

1. When a DBSM sends an RSVP Path message out an interface that belongs to a managed
segment, the message is sent to the DBSM. If the segment were not managed, this
message would have gone directly to the RSVP session destination.

2. The DBSM builds a Path state for the message, and retains information about the node
from which it received the message.

3. The DBSM forwards the message to the destination.

4. The DBSM then gets the RSVP Resv message and processes the message to determine what
action to take next.



5. If there is bandwidth available for the reservation, the Resv message is sent to the previous
hop. In this case, the local Path state is used for this session.

6. If bandwidth isn't available for the reservation, the DBSM returns a Resverr message to the
requesting node.

On Cisco I0S routers, you can use the following command to configure SBM:

Router(config-if)#ip rsvp dsbm

candidate [priority]

Theshow ip rsvp sbm detail command can be used to verify the configuration of SBM.



Link Efficiency

Cisco 10S includes more and more features with every release. Some of the features in Cisco I10S ¢
very specific, and may never need to be used in your network. However, link-efficiency mechanism
likely to be of use in any network where there is a mixture of voice and data running over slower-s
links (T1 speed or less).

In general, link-efficiency mechanisms are designed to help maximize efficiency when voice is pres
the network. Although quite a few mechanisms would be considered part of the group of link-efficie
features, only a few are discussed here; primarily, Real Time Protocol Header Compression (cRTP)
Link Fragmentation and Interleaving (LFI).

Link Fragmentation and Interleaving (LFI)

Before discussing the specifics of link-efficiency mechanisms, it seems wise to discuss the need for
efficiency in the first place. Primarily, when conversations take place about using VolP, everyone jt
up and screams about the need for QoS or, more specifically, prioritization of traffic. Although
prioritization is certainly necessary in a VolP environment, lower-speed links (those under 768 kbp
create problems for VolP that simple prioritization cannot solve. In these cases, link-efficiency
mechanisms are necessary to ensure proper QoS for the VolP traffic.

Serialization delay is the time that it takes to place bits on to the circuit. Table 2-1 shows the
serialization delay for packets of various sizes, by link speed.

Table 2-1. Serialization Delay of Various Packet Sizes on Links of Vario

Speeds
Link Speed Packet Size
64 bytes 128 bytes | 256 bytes 512 bytes | 1024 bytes 1500 byt

56 kbps 9 ms 18 ms 36 ms 72 ms 144 ms 214 ms
64 kbps 8 ms 16 ms 32 ms 64 ms 128 ms 187 ms
128 kbps 4 ms 8 ms 16 ms 32 ms 64 ms 93 ms
256 kbps 2 ms 4 ms 8 ms 16 ms 32 ms 46 ms
512 kbps 1 ms 2 ms 4 ms 8 ms 16 ms 23 ms
768 kbps 0.640 ms |1.28 ms 2.56 ms 5.12 ms 10.24 ms 15 ms

As you can see from this table, the serialization delay for a 1500-byte packet on a link slower than
kbps is quite high. The "break point” for a 1500-byte packet happens at 768 kbps or higher speeds
When the link speed is 768 kbps, or greater, the serialization delay does not have a significant neg
impact, so fragmentation is not necessary.

If the serialization delay would otherwise be greater than 15 ms, however, fragmentation is neede:
Specifically, LFI is needed. All forms of LFI have the same function, but there are several types of L



e MLP Interleaving— LFI on multilink PPP links
¢ FRF.12— LFI for Frame Relay data permanent virtual circuits (PVCs)
¢ FRF.11 Annex C— LFI for Frame Relay Voice over Frame Relay (VoFR) PVCs

The function of all of these types of LFI is to fragment large data packets and interleave the much
smaller data packets. Figure 2-2 illustrates the basic concept.

Figure 2-2. Link Fragmentation and Interleaving
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Configuring MLP Interleaving is as simple as using the following three commands:

Rout er (confi g-if)#encapsul ati on ppp
Rout er (config-if)#ppp multilink

Rout er (config-if)#ppp multilink interleave

Optionally, you can manually change the default fragmentation delay from 30 using the following
command:

Rout er (config-if)#ppp multilink fragnment-delaym|liseconds



Table 2-2 shows the recommended settings for fragmentation

Table 2-2. Recommended Settings for Fragmentation

Link 10 ms 20 ms 30 ms 40 ms 50 ms 100 ms 200m
Speed
56 kbps 70 bytes 140 bytes 210 bytes 280 bytes | 350 bytes 700 bytes 1400 b
64 kbps 80 bytes 160 bytes 240 bytes | 320 bytes 400 bytes 800 bytes 1600 b
128 kbps | 160 bytes | 320 bytes |480 bytes 640 bytes | 800 bytes 1600 bytes |3200 b
256 kbps | 320 bytes | 640 bytes ' 960 bytes | 1280 bytes| 1600 bytes | 3200 bytes | 6400 b
512 kbps | 640 bytes | 1280 bytes 1920 bytes 2560 bytes | 3200 bytes | 6400 bytes | 12800
bytes
768 kbps | 1000 bytes | 2000 bytes 3000 bytes 4000 bytes 5000 bytes | 10000 20000
bytes bytes
1536 kbps | 2000 bytes | 4000 bytes | 6000 bytes 8000 bytes | 10000 20000 40000
bytes bytes bytes
Shaded values indicate that fragmentation is not needed.

ConfiguringFrame Relay Fragmentation (FRF.12 or FRF.11 Annex C) requires only one command; r
that the following command is entered within a Frame Relay map class, not under the interface dir

Rout er (confi g- map-cl ass) #frane-rel ay fragnentfragnment _size

You can verify the configuration of LFI for Frame Relay with the show frame-relay fragment
command. These commands are, at present, only applicable to the FlexWAN module for the Cataly
6500 Family of switches.

Real Time Protocol Header Compression (CRTP)

Real Time Protocol (RTP) is the standard protocol for the transport of real-time data, and is definec
RFC 1889. As defined, an RTP packet includes the payload plus an RTP/UDP/IP header. The total hi



is 40 bytes and breaks down as follows: The RTP header is 12 bytes, the UDP header is 8 bytes, an
IP header is 20 bytes. Depending on the application, the payload is typically between 20 bytes and
bytes. That means that it's possible that the header would be twice the size of the payload! Clearly
is not efficient, so the folks at the IETF came up with a way to take advantage of similarities betwe
successive packets and reduce the 40-byte header to somewhere between 2 and 5 bytes. For VolIP,
header compression can yield an overall reduction in packet size on the order of 200 percent or mc

Although the idea of using cRTP everywhere sounds good at first glance, the trade-off, in terms of

performance, on link speeds higher than T1 are not desirable. Therefore, use of cRTP should be lim
to links with speeds of T1 or less. Speaking of performance, prior to Cisco 10S 12.0(7)T, cRTP hapj
in the process switching path, which often slowed the processing of packets to the point that it was
desirable to use cRTP. As of 12.0(7)T, however, cRTP will use the Cisco Express Forwarding (CEF)

switching path, or fast switching path (if CEF is not enabled). Only if both CEF and fast switching a
disabled will cRTP packets be process switched.

The configuration of cRTP on a serial interface is simple, as shown in the following example:

Router(config-if)#ip rtp header-conpression [passive]

Thepassive keyword tells the routers to compress outgoing RTP packets only if the incoming RTP
packets on that interface are compressed.

For Frame Relay PVCs, the configuration of cRTP is as follows:

router(config-if)#frame-relay nmap ipip-address dlci [broadcast]rtp header-conpress

= active | passive]

To verify the configuration and operation of cRTP, use the following commands for Frame Relay an
Frame Relay interfaces, respectively:



Rout er#show frane-relay ip rtp header-conpression [interfacetype nunber]

Rout er#show i p rtp header-conpression [type nunber] [detail]



Classification and Marking at Layer 3

RFC 791 first defined Layer 3 packet marking in terms of IP precedence and type of service
(ToS), whereas RFC 795 expanded on the service mappings of the TOS bits. The discussion of
these RFCs provided here is for historical purposes, and it should be noted that both of these
RFCs are obsolete, due to various RFCs that are part of the DiffServ architecture. Refer to
Chapter 1 for a discussion of current RFCs that are part of the DiffServ architecture.

IP Precedence and the Type of Service Byte

RFC 791 defines the three most significant bits of the ToS byte as the IP precedence bits, and the
next 3 bits as delay, throughput, and reliability. Table 2-3 shows the original definition of the
ToS byte.

Table 2-3. Definition of ToS Byte

Bits Precedence

Bits 0—2 Precedence

Bit 3 0 = normal delay, 1 = low delay

Bit 4 0 = normal throughput, 1 = high throughput
Bit5 0 = normal reliability, 1 = high reliability
Bits 6—7 Reserved for future use

Keep in mind that the bits are numbered left to right, with the left bits (0—2) being the most
significant.Table 2-4 shows the values assighed to the 3 bits used for IP precedence.

Table 2-4. 1P Precedence Bits and Their Definitions



Bits | IP Precedence

111 Network control (precedence 7)

110 | Internetwork control (precedence 6)

101 CRITIC/ECP (precedence 5)

100 | Flash override (precedence 4)

011 Flash (precedence 3)

010 Immediate (precedence 2)

001 Priority (precedence 1)

000 Routine (precedence 0)

The concept of IP precedence became wildly popular and is in use in many networks today. The
use of the next three most significant bits (defined for delay, throughput, and reliability) was not
as well received for a variety of reasons. For the most part, these bits were not used due to
confusion over the proper implementation to deliver the service levels specified. RFC 1349
redefined these 3 bytes and made use of 1 additional bit (bit 6). Table 2-5 shows how RFC 1349
defined what were now the four types of service bits.

Table 2-5. Definition of ToS Bits in RFC 1349

Bits Precedence

1000 Minimize delay

0100 Maximize throughput
0010 Maximize reliability
0001 Minimize monetary cost
0000 Normal service

Unfortunately, this new definition was not implemented much more than the previous definition
of these bits. Because these bits are not commonly used, and have been made obsolete due to
later RFCs, they are not discussed here. You can find more information about the service
mappings in RFCs 795 and 1349.

The Differentiated Services Field (DS Field)

As stated in RFC 2474, DiffServ enhancements to IP are designed to allow service differentiation
on the Internet in a scalable manner, primarily because per-flow classification will not be
necessary at each hop. There is a great deal more explained in RFC 2474 than is covered here.
The purpose of this section is only to discuss packet marking, using the DS field.

The idea behind DiffServ is that packets will be marked (much like with IP precedence) at the
edge of a network and those markings will then be read by each router (hop) that a packet



passes through. Based on the specific rules that have been defined within that hop, the packet is
assigned to a traffic class and that traffic class will have been given some amount of access to
scheduling and other resources.

With IP precedence, only the 3 left-most bits were used for IP precedence, and the next 3 bits
were rarely used. So RFC 2474 redefines the ToS byte to make use of the 6 left-most bits (bits
0-5) for packet marking. Doing so increases the number of possible packet markings from 8 to
64 and eliminates "wasted" bits (those that were rarely used). The 2 least significant bits of the
ToS byte are not defined by RFC 2474, but have since been defined by RFC 2481. RFC 2481 is
beyond the scope of this discussion, but is an interesting concept called explicit congestion
notification (ECN). You can view RFC 2481 (and all other RFCs) at www.ietf.org, under the RFC
Pages section.

Figure 2-3 illustrates the ToS byte with IP precedence and the redefined ToS byte with DiffServ:

Figure 2-3. ToS Byte: With IP Precedence and Differentiated Services
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Per-Hop Behaviors

With the introduction of the DSCP markings, there were significantly more possible markings for
packets (0—63 are the possible markings for packets). Because there were so many more
possible markings, the IETF decided to standardize what some of the codepoints meant. In part,
this is to provide backward compatibility to IP precedence and, in part, this is to facilitate certain
types of behaviors that were seen as fundamental to the DiffServ architecture.

The following definition of a per-hop behavior is taken from Section 2.4 of RFC 2475:

A per-hop behavior (PHB) is a description of the externally observable forwarding behavior
of a DS node applied to a particular DS behavior aggregate ... In general, the observable
behavior of a PHB may depend on certain constraints on the traffic characteristics of the
associated behavior aggregate, or the characteristics of other behavior aggregates.

For a definition of forwarding behavior, refer to Chapter 1.

For the purpose of backward compatibility, it is important to note that a router that understands
IP precedence, but is not DiffServ-aware, looks only at the 3 most significant bits (left-most bits)
in the ToS field, whereas a DiffServ-capable router looks at the 6 most significant bits.
Therefore, the marking 000000 is defined in RFC 2474 as Best Effort. This means that a router
that only understands IP precedence would read that field as 000, which is the definition of Best
Effort in an IP precedence environment. Similarly, all markings in the format xxx000 are
reserved by RFC 2474 to provide backward compatibility with IP precedence values, as shown in
Table 2-6.

Table 2-6. Backward Compatibility with IP Precedence Values

Bits Precedence

001000 Class selector 1; read as 001 by a non-DiffServ node and treated like IP precedence
1.

010000 Class selector 2; read as 010 by a non-DiffServ node and treated like IP precedence
2.

011000 Class selector 3; read as 011 by a non-DiffServ node and treated like IP precedence
3.

100000 | Class selector 4; read as 100 by a non-DiffServ node and treated like IP precedence
4.

101000 | Class selector 5; read as 101 by a non-DiffServ node and treated like IP precedence
5.

110000 | Class selector 6; read as 110 by a non-DiffServ node and treated like IP precedence
6.

111000 | Class selector 1; read as 111 by a non-DiffServ node and treated like IP precedence
7.

These backward-compatible markings were necessary to not break networks while the



conversion from IP precedence to DiffServ was taking place.

RFC 2597: The Assured Forwarding PHB

Other than those defined in RFC 2474, there are two main PHBs, RFC 2597 defines the first of
these. Itis called the assured forwarding (AF) PHB, and the concept behind the PHB is to provide
a level of assurance as to a given packet's probability of being forwarded during congestion.

RFC 2597 defines four classes, and each class is completely independent of the other classes. In
addition, each class has three level of "drop precedence” to which packets of that class can be
assigned.

From a high level, the concept is that you can have four different classes of traffic and, within
those classes, you can have three different levels of probability that a packet will be dropped if
that class becomes congested. Table 2-7 shows the code point markings for the AF PHB and the
decimal values associated with each.

Table 2-7. Codepoint Markings for the AF PHB

Drop Precedence Class 1 Class 2 Class 3 Class 4

Low AF11 AF21 AF31 AF41
(001010) (010010) (011010) (100010)
10 18 26 34

Medium AF12 AF22 AF32 AF42
(001100) (010100) (011100) (100100)
12 20 28 36

High AF13 AF23 AF33 AF43
(001110) (010110) (011110) (100110)
14 22 30 38

To understand a possible use for the AF PHB, assume that you have four branch offices
aggregating into a single router. Each branch has been told that they should not send more than
256 kbps of FTP traffic, but sometimes they do anyway. In fact, sometimes they send more than
1 Mbps of FTP traffic. The problem is that when one branch sends a lot of FTP traffic, it
sometimes interferes with another branch's FTP traffic, even if they are sending at or below the
256-kbps limit. A possible solution for this problem can be found by using the AF PHB, as
illustrated in Figure 2-4.

Figure 2-4. An Example of the AF PHB
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In Cisco devices, this PHB is implemented on egress interfaces using a combination of CBWFQ
and DSCP-based class-based WRED. Each site has contracted for 256 kbps of FTP traffic, so the
bandwidth statement reflects a minimum reservation of 1024 kbps. The entire configuration of
the egress interface seen in Figure 2-4 would be entered as shown in Example 2-4.

Example 2-4. Configuring CBWFQ and Class-based WRED

Rout er (confi g) #cl ass-nmap nat ch-any FTP
Rout er (confi g-cmap) #match ip dscp afll
Rout er (confi g-cmap) #match ip dscp afl12
Rout er (confi g-cmap) #match ip dscp af 13
Rout er (confi g- cnap) #exi t

Rout er (confi g) #pol i cy- map AF- PHB

Rout er (confi g- pmap) #cl ass FTP

Rout er (confi g- pmap- c) #bandwi dt h 1024



Rout er (confi g- pmap- c) #random det ect dscp- based
Rout er (confi g- pmap- c) #exi t

Rout er (confi g- pmap) #exi t

Rout er (confi g) #exi t

Rout er #

The running-config for this would then appear as in Example 2-5.

Example 2-5. Verifying the Configuration of CBWFQ and Class-based
WRED

cl ass-map match-any FTP
match ip dscp afll
match ip dscp afl2

match ip dscp af 13

pol i cy- map AF- PHB
class FTP
bandwi dt h 1024

random det ect dscp- based

When attached to an interface, the functionality of this policy can be verified with the show
policy-map interface command.

RFC 2598: The Expedited Forwarding PHB

Theexpedited forwarding (EF) PHB is designed to build a low-loss, low-latency, and low-jitter,
assured bandwidth class. If all of those characteristics sound a bit like how you would want to
treat VolP traffic, you are already well on your way to understanding the purpose of this PHB.



Although RFC 2598 does not specifically say that this PHB should be used only for voice, this is
the likely service for which this PHB would be used. Other types of interactive traffic could no
doubt benefit from this type of treatment, however.

The idea behind the EF PHB is that traffic of this class should be forwarded with strict priority, as
soon as that traffic is received. Note that the EF PHB should not normally be used for TCP traffic,
due to the bursty nature of TCP. The reason behind this recommendation is that the EF PHB, in
order not to starve other traffic classes of bandwidth, implements a policing function. This
policing function ensure that the EF class receives all the bandwidth to which it is entitled, but is
limited in the total amount of bandwidth that it can consume.

The EF PHB is implemented in Cisco devices as LLQ. Note that prior to Cisco 10S version 12.2,
the policing function was implemented differently for different media types and, in some cases,
the policing function happened regardless of congestion. In newer versions of Cisco 10S,
however, this inconsistency has been resolved and the policing function of the LLQ only happens
in the event of congestion on the interface.

If added to the configuration already shown for the AF PHB, the configuration for the EF PHB
would be as shown in Example 2-6.

Example 2-6. Configuring LLQ (EF PHB)

Rout er (confi g) #cl ass- map VO CE

Rout er (confi g-cmap) #match ip dscp ef
Rout er (confi g- cmap) #exi t

Rout er (confi g) #pol i cy- map AF- PHB
Rout er (confi g- pmap) #cl ass VO CE

Rout er (confi g- pmap-c) #priority 56
Rout er (confi g- pmap- c) #exi t

Rout er (confi g- pmap) #exi t

Rout er (confi g) #exi t

Rout er #

Notice that, in this example, the policy map is still named AF-PHB. Because this name was
already being used for the interface, the EF configuration was just added to this policy. Of
course, the name of the policy doesn't really matter.

The running-config for the entire policy would now appear as shown in Example 2-7.

Example 2-7. Verifying the Configuration of LLQ and WRED



cl ass-map match-any FTP
match ip dscp afll
match ip dscp afl12
match ip dscp af13

class-map match-all VO CE

match ip dscp ef

pol i cy-map AF-PHB
class FTP
bandwi dt h 1024
random det ect dscp- based
class VO CE

priority 56

This example reserves 56 kbps of bandwidth for the LLQ, which means that, under congestion,
there will also be a policer that limits the VOICE class to 56 kbps. Again, when applied to an
interface, this policy can be verified with the show policy-map interface command. The use of
this command is currently limited to the FlexXWAN module.



Classification and Marking at Layer 2

Before the days of VolP and IP-based video conferencing, Layer 3 packet marking was the only
packet marking that was ever discussed. Seemingly, Layer 3 markings were all that would ever
be needed; the reasoning behind that line of thought was that the links in the switched
environment were so fast that there would never be a need to prioritize access to bandwidth. Of
course, VolP and other real-time traffic also have very low tolerance for delay or jitter.
Therefore, a clear need exists to place bounds on the amount of delay and jitter that a given
packet will experience in the switched network.

A method of marking frames at Layer 2 was developed to allow differentiation of frames in terms
of the characteristics that those frames would receive as they traverse the switched
infrastructure. However, the only way to mark frames at Layer 2 is in the ISL or 802.1Q header.
The location of bits used for this purpose is different for ISL and 802.1Q, as illustrated in Figure
2-5.

Figure 2-5. The Layer 2 Class of Service Bits
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Mapping Layer 2 to Layer 3 Values

As frames/packets move from the Layer 2 environment to a Layer 3 environment, the ISL or
802.1Q header is lost. To preserve end-to-end QoS, this loss creates a need for the ability to
map Layer 2 CoS values to Layer 3 ToS values (either IP precedence or DSCP). As
frames/packets move back from the routed network to the switched network, ISL or 802.1Q
headers will again be able to carry Layer 2 QoS markings. This is especially important when
Layer 2 devices that have no Layer 3 capabilities are involved, because they may understand
CoS markings, but not ToS markings. Again, to preserve end-to-end QoS, it would be necessary
to use the Layer 3 marking to mark a Layer 2 CoS value on these downstream packets.

The commands for handling these mappings differs between platforms, but the command for
setting a CoS-to-DSCP map on the Catalyst 6500 Family of switches is as follows:

set gos cos-dscp-nmap {dscpl, dscp2, dscp3, dscp4, dscp5, dscp6, dscp7, dscp8}

The variables dscpl through dscp8 represent the DSCP values that you would enter. The seven
positions shown correspond to the seven nonzero CoS values.

Because there are only eight CoS values, itis easy to map CoS to DSCP, but slightly more
complicated when you map DSCP to CoS, because it's not possible to map all 64 DSCP values to
an individual CoS value. As such, groups of DSCP values must be mapped to a single CoS value.
On the Catalyst 6500 Family of switches, that configuration is as follows:

set qos dscp-cos-map 20-25:7 33-38:3

This example maps DSCP values 20 to 25 to CoS value 7 and DSCP values 33 to 38 to CoS value
3. It is a little confusing at first, but makes more sense as you become familiar with the syntax.

There are also default mappings in most switching platforms, but you should consult the
chapters in this book that deal directly with the platforms that you are working with to determine
what those defaults are and whether they are suitable for your network.






A General View of QoS on the Catalyst Platforms

This chapter mostly focuses on very detailed descriptions of the exact functionality of QoS on
specific platforms. This section, however, provides a general overview of QoS concepts and a
glimpse into the material covered in the later chapters. This section purposely avoids details
about the operation of specific mechanisms on Cisco Catalyst switches. Instead, this section
introduces some ideas that you will learn about in more detail in later chapters. The later
chapters discuss the following QoS concepts for each Catalyst switching platform in more detail
than they are introduced here:

Classification

Marking

Policing

Congestion Management
e Congestion Avoidance

Not all of Catalyst switching families support all the listed features, and those features are
omitted from discussion on nonapplicable switch families. The following sections briefly discuss
these features and their relation to Catalyst switches.

Catalyst QoS Classification

Classification determines how a switch or router marks, processes, and schedules frames.
Currently shipping Catalyst switches utilize an internal DSCP value to correctly schedule and
mark frames for egress transmission. Chapter 6 first introduces the concept of internal DSCP.

Moreover, Catalyst switches classify frames based on a variety of ingress frame parameters such
as CoS, DSCP, IP precedence, trust, ingress interface, or IP address. Trust, based either on
platform-specific default or user configuration, is an indication of whether the network
administrator trusts the QoS markings of ingress frames on a per-interface basis. Generally,
network administrators do not trust user ports because operating systems enable users to set
the CoS value on egress packets. This situation may yield a negative impact on the network
because users determine the priority of their traffic. Conversely, network designs typically trust
infrastructure connections such as switch-to-switch, switch-to-router, or switch-to-1P Phone
connections. The assumption in this case is that the other switches are already configured
properly for trusting, classification, and marking.

Trusted interfaces do not alter the QoS marking of ingress frames. Untrusted interfaces alter the
QoS markings to a configurable value CoS or DSCP. This value is typically zero (Best Effort) for
untrusted interfaces. The command-line configuration and restrictions associated with trusted or
untrusted interfaces are per platform. Later chapters discuss these configurations and
restrictions, when the focus is on platform-specific properties. This trust concept is discussed in
more detail in the section "Cisco Catalyst QoS Trust Concept" later in this chapter.

Catalyst QoS Marking



Marking is the act of a switch or router rewriting the CoS, DSCP, or IP precedence fields of
frames based on classification. Marking modifies the intended ingress frame behavior as set by
the originating device. Catalyst switches use interface configurations or policers to define
marking parameters.

Catalyst QoS Policing

Catalyst switches define policers for applying bandwidth limits to ingress and egress traffic. In
addition, Catalyst switches use policers to mark traffic. For example, it is possible to configure a
policing policy such that all traffic of a certain type below 1 Mbps is marked with a DSCP value of
af31 and all traffic above 1 Mbps is marked with a DSCP value of af32.

As with several with Catalyst QoS features, the configuration syntax and actual behavior for
policing on Catalyst platforms is platform-specific and is discussed in later chapters. However,
common to all platforms is the use of a token bucket concept for the policing bandwidth function.

Catalyst QoS Congestion Management

Catalyst switches use scheduling and transmit queues to achieve congestion management. All
the currently shipping switches in the Catalyst product line support a form of scheduling that is
more advanced than FIFO. The specific mechanisms differ on a platform basis.

With regard to output scheduling, the QoS marking determines the scheduling and output queue.
In the case of the Catalyst 6500 Family of switches, for example, there are different queue types
and drop thresholds per line module. Other platforms, such as the Catalyst 3500 Family and the
Catalyst 4000 10S Family of switches, use a single queue type for all line modules and product
families.

Congestion Avoidance

At time of publication, only the Catalyst 3550 Family and the Catalyst 6500 Family of switches
support congestion avoidance. In brief, congestion avoidance attempts to prevent congestion by
applying specific queuing parameters. The Catalyst 3550 Family and the Catalyst 6500 Family of
switches utilize WRED and several other queuing configurations to support congestion
avoidance. This book discusses the Catalyst 3500 Family and Catalyst 6500 Family of switches in
Chapters 6 and 8, respectively.



Cisco Catalyst QoS Trust Concept

The trust concept is a classification configuration option supported on all Catalyst switches that
support QoS classification. The trust state of a switch port or interface defines how ingress
packets are classified, marked, and subsequently scheduled. For a Cisco Catalyst switch that
bases QoS only on CoS values, a port that is configured as untrusted reclassifies any CoS values
to zero or to a statically configured CoS value. The CoS values of packets arriving on an
untrusted port are assumed not verifiable and deemed unnecessary by the system administrator
of the switch. Depending on the platform, untrusted ports may be configured to reclassify or
mark IP precedence, DSCP, or CoS values on any ingress frame based on an 802.1q tag or
access list.

Figure 2-8 illustrates the QoS trust concept. A workstation attached to a Catalyst 6500 switch is
sending 802.1q tagged frames to the Catalyst 6500 switch with a CoS value of 5. If the port is
configured as untrusted, the switch sets an internal DSCP value associated with the frame to O.
The switch does not actually alter the CoS value of the frame until transmission. All untrusted
ports set the internal DSCP to O by default. However, the overriding internal DSCP value is
configurable on various platforms. If the switch port is configured for Trust-CoS, the CoS value is
not altered on ingress. Figure 2-6 applies to trusting IP precedence and DSCP values as well.

Figure 2-6. Catalyst QoS Trust Concept
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Switches that support classification of frames based on DSCP values derive an internal DSCP
value for internal priority as the packet transits the switch. Several options exist to derive this
internal DSCP value depending on platform. In brief, the general possible configurations for
mapping an internal DSCP value are as follows:

Trust-1PPrec— Internal DSCP is derived from the received IP precedence.

Trust-DSCP— Internal DSCP is derived from the received DSCP.

Trust-CoS— Internal DSCP is derived from the received CoS.

Untrusted— Internal DSCP is derived from port configuration.

Additional configuration parameters are involved in determining an internal DSCP value, and
caveats apply to this process. These caveats and configuration parameters are discussed on a
per-platform basis throughout the book.



In summary, trusted ports are assumed to have ingress packets marked with IP precedence,
DSCP, or CoS values that are valid. Untrusted ports are considered to have ingress frames
marked with IP precedence, DSCP, or CoS values that are not deemed valid or desired by the
system administrator of the switch.

The Cisco IP Phone

The Cisco IP Phone plays an important role in Cisco Catalyst QoS. A large majority of customers
implement Cisco Catalyst QoS for the sole purpose of VolP using Cisco IP Phones. Although a
variety of IP Phone models exist, each phone uses a similar architecture. All current Cisco IP
Phones include an internal three-port Layer 2 switch. As shown in Figure 2-7, the internal three-
port switch enables customers to connect workstations through the IP Phone, which is in turn
connected to a Catalyst switch using a single cable. Most customers actually use this daisy-
chaining feature for both the phone and workstation to reduce the cable plant size and cost.

Figure 2-7. Cisco IP Phone Physical Network Example
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Network administrators generally accept a Cisco IP Phone as a trusted device. Most QO0S campus
network designs suggest using the trust feature with Cisco IP Phones.

The internal switch ports of the Cisco IP Phone are referred to as PO, P1, and P2. PO internally
connects to the internal IP Phone appliance, P1 is an external 10/100-Mbps Fast Ethernet port
that connects PCs and workstations, and P2 is an external 10/100-Mbps Fast Ethernet port that
connects to the Catalyst switch. Figure 2-8 illustrates the integrated switch architecture in the
Cisco IP Phone.

Figure 2-8. Cisco IP Phone Integrated Switch Architecture
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Each Cisco IP Phone port has four queues comprised of a single threshold statically configured at
100 percent, 4glt. Queue O functions as a high-priority queue for traffic with a CoS value of 5.
Spanning-treebridge protocol data units (BPDUs) also use this queue. Voice traffic from the
internal IP Phone appliance has a CoS value of 5 by default. All queues are serviced in a round-
robin fashion. However, a timer maintains queue priority by limiting service to the low-priority
queues when there is traffic in the high-priority queue. Subsequently, the Cisco IP Phone itself
manages input and output scheduling for traffic traversing the integrated switch ports.

Voice VLANs and Extended Trust

Through the use of dotlq trunks, voice traffic from an IP Phone connected to an access port can
reside on a separate VLAN and subnet. The workstation attached to the IP Phone might still
reside on the access, or native, VLAN. This additional VLAN on an access port for voice traffic is
referred to as a voice VLAN in Cisco 10S Software and auxiliary VLAN in CatOS. Subsequently,
with the use of voice VLANS, all voice traffic is tagged to and from the Cisco IP Phone and
Catalyst switch. The Catalyst switches use Cisco Discovery Protocol (CDP) to inform the IP Phone
of the voice VLAN ID. By default, Cisco IP Phone voice traffic has a CoS value of 5. Figure 2-9
provides an example logical depiction of a voice VLAN. A common network design is to deploy
both voice VLANs with trusting configurations for Cisco IP telephony applications (such as Cisco
IP Phones).

Figure 2-9. Example Logical Depiction of Voice VLAN
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Another QoS option for IP Phones is extended trust. The switch can inform the IP Phone via CDP
whether to trust ingress frames on its P1 port. The IP Phone may also be informed to overwrite
the CoS value of the ingress frames on the P1 port with a specific CoS value. By default, the IP
Phone does not trust frames arriving on the P1 port and rewrites the CoS value to O of any
tagged frames. Untagged frames do not have CoS value.

Extended trust is a feature available to any device that can interpret the CDP fields describing

the voice VLAN information. At the time of publication, Cisco IP Phones and other Cisco
appliances are the only devices to use this feature.

Figure 2-10. Catalyst Extended Trust Concept
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Summary

This chapter has given you a broad view of the QoS theories and mechanisms at Layer 2 and
Layer 3, but hopefully left you hungry for more details. Those details are coming in each of the
remaining chapters of this book. Now that you are familiar with the RFCs and overall concepts
that drive the development of QoS mechanisms on Cisco devices, you will read about the very
specific and often intricate details of these mechanisms on Cisco Catalyst platforms. You may
find, as you read through some of the more detailed chapters, that you want to refer back to this
chapter to see where a specific implementation detail fits into the end-to-end QoS strategy.

The next chapter includes a broad overview of QoS feature support on all Catalyst switches, and
then focuses on QoS specifics on the Catalyst 2900XL, 3500XL, and 4000 CatOS Family of
switches.

As you read the implementation specifics in the following chapters, keep an eye on the big
picture of end-to-end QoS. From the Catalyst 3550 Family of switches to the Catalyst 4000 10S
Family of switches to the Catalyst 6500 Family of switches, think about how the configuration of
each platform can be customized to fit the exact needs of your network. After all, you want to
build a custom QoS policy that allows for the use of all the platforms in a single network, with a
single end-to-end policy.



Chapter 3. Overview of QoS Support on
Catalyst Platforms and Exploring QoS on
the Catalyst 2900XL, 3500XL, and Catalyst
4000 CatOS Family of Switches

Previous chapters described the necessity for QoS in campus networks and the fundamentals
behind QoS operation. This chapter explains the various platform QoS features available across
the Cisco Catalyst product family. A group of concise tables in the beginning of this chapter
provides a quick reference for QoS features available for each Catalyst platform. In addition, this
chapter, along with subsequent chapters, begins the product tour of the access layer Catalyst
switches with the fewest QoS features and continues with the high-end core Catalyst switches
with industry-leading QoS features. Although the access layer switches support only a few QoS
features, these switches provide an excellent foundation for exploring QoS fundamentals in the
campus network.

Specifically, this chapter covers the following topics:

Brief Per—Catalyst Platform QoS Features Table

QoS Features Overview

QoS Features on the Catalyst 2900XL and 3500XL Switches

QoS Features on the Catalyst 4000 CatOS Switches

The Cisco Catalyst 2900XL, 3500XL, and 4000 Family of switches share Layer 2 QoS features
needed on access layer switches. These features include the following:

e Classification
e Marking
e Congestion Management

This chapter covers these topics on the respective platforms with command references,
examples, and case studies. Upon completion of this chapter, you will understand each Catalyst
platform's supported QoS features and be able to configure the Catalyst 2900XL, 500XL, and
4000 CatOs Family of switches for packet classification, marking, and congestion management.

From a platform perspective, the Catalyst 4000 CatOS Family of switches must be distinguished
from the Catalyst 4000 Cisco 10S Family of switches due to individual differences in QoS features
and configuration. The supervisor engine model determines whether a Catalyst 4000 switch
operates on CatOS or Cisco 10S. In addition, the Catalyst 4000 Layer 3 services module also has
exclusive Layer 3 QoS features (discussed in Chapter 7, "Advanced QoS Features Available on
the Catalyst 4000 I0S Family of Switches and the Catalyst G-L3 Family of Switches"). This
chapter is only applicable to the Catalyst 4000 CatOS switches. Table 3-8 shows which Catalyst
4000 switches are applicable to this chapter.



Catalyst Feature Overview

Cisco Catalyst switches support a wide range of QoS features. Generally, the high-end platforms
support more QoS features especially platforms that support Layer 3 IP routing. Tables 3-1
through3-5 provide a quick reference for QoS features for each platform. All platforms may
have limitations and caveats per feature, and each QoS feature is discussed in the appropriate
chapter of this book in additional detail.

Furthermore, QoS features are also dependent on whether the platform supports IP routing. The
Catalyst 3550, Catalyst 4000 Cisco 10S Software family, Catalyst 5500 with Route Switch Module
(RSM) or Router Switch Feature Card (RSFC), and the Catalyst 6000/6500 with Multilayer Switch
Module (MSM) or Multilayer Switch Feature Card (MSFC) I/11 support IP routing. Other platforms
may support Layer 3 QoS features, such as classification based on differentiated services
codepoint (DSCP) and marking of IP precedence; however, these platforms do not actually
support routing of IP frames. As a result, network designs do not require platforms that support
IP routing to classify, mark, police, or schedule traffic based on DSCP or IP precedence values.
Therefore, network designers may choose lower-cost switches that do not support IP routing to
enable Layer 3 QoS features.

The next sections provide quick reference tables for supported QoS features per platform. The
tables only provide a glimpse into QoS feature support of each platform and do not indicate the
benefits or restrictions of each feature. Refer to the appropriate chapters later in this book for
thorough discussions of QoS feature support on each platform.

Specifically, the next sections highlight the following QoS features supported on each platform:

Input Scheduling

Policing

Classification and Marking

Output Scheduling
Table 3-1 indicates at a simplistic level, QoS feature support on a per-platform basis for most of

the currently shipping Catalyst switches. The table only indicates at the fundamental level where
a feature is supported and does not indicate the restrictions or caveats.

Table 3-1. QoS Feature Overview on Current Catalyst Switches

Product Congestion Congestion
Family Classification | Marking | Policing Management Avoidance
2950 Yes Yes Yes Yes No

3550 Yes Yes Yes Yes Yes

4000 10S Yes Yes Yes Yes No

Family

6500 Family |Yes Yes Yes Yes Yes




Input Scheduling

Input scheduling is currently available only on the Catalyst 6000/6500. Input scheduling
priorities and schedules packets out of ingress packet queues based on several QoS values
including CoS and DSCP. However, most of Catalyst switches can deliver packets to the
switching fabric at line rate or a specified rate. This specific rate defines the maximum
throughput of the switch. If the input rate is not exceeded, input scheduling is not crucial in
implementing QoS architecture. Furthermore, ingress policing is an option on many Catalyst
switches that aids in preventing oversubscription of the switch fabric by limiting ingress traffic.
Table 3-2 summarizes Catalyst platform support for input scheduling. The Comments column
also denotes any switch capable of ingress policing.

Table 3-2. Catalyst Platform QoS Input Scheduling Support

Catalyst Switch Input Ingress Comments
Scheduling Policing

Catalyst 2900XL No No Switching fabric is capable of 1.6
Gbps ingress.

Catalyst 2948G-L3/4912G- No Yes

L3/4232-L3

Catalyst 2950 No Yes

Catalyst 3500XL No No Switching fabric is capable of 5.0
Gbps ingress.

Catalyst 3550 No Yes

Catalyst 4000 CatOS No No Nonblocking line cards can deliver

Family ingress traffic at line rate to
switching fabric

Catalyst 4000 Cisco 10S No Yes Non-blocking linecards can deliver

Family (Supervisor 111 and ingress traffic at line rate to

V) switching fabric.

Catalyst 5500 No No

Catalyst 5500 w/NFFCLZ1 11 | No No

Catalyst 6000/6500 Yes Yes Based on Layer 2 CoS[**1; option for

ingress Priority Queue.

[*1 NFFC = NetFlow Feature Card

[**1 CoS = class of service

Classification and Marking




Classification and marking support and features vary per switch. Table 3-3 indicates which
platforms support specific classification and marking features. All switches that support QoS also
support classification based on CoS values. Current generation switches that support IP routing
also support classification and marking using IP precedence or DSCP values in addition to
classification and marking of CoS values.

Table 3-3. Catalyst Platform QoS Classification and Marking Support

Marking Marking
Classification CoSon DSCPon Classification
Marking of Tagged Tagged Based onDSCPof
Catalyst Switch Untagged Frames | Frames Frames Ingress Frames
Catalyst 2900 XL Yes No No No
Catalyst 2948G- No No No No, IP precedence
L3/4912G- only
L3/4232-L3
Catalyst 2950 No, IP precedence Yes Yes Yes
only
Catalyst 3500 XL Yes Yes, on No No
specific
models
Catalyst 3550 Yes Yes Yes Yes
Catalyst 4000 Yes Yes No No
CatOS Family
Catalyst 4000 Yes Yes Yes Yes
Cisco 10S Family
(Supervisor Il and
1V)
Catalyst 5500 Yes, requires NFFC | Yes, requires | Yes, requires | Yes, requires NFFC I
] NFFC 11 NFFC 11
Catalyst 6500 Yes Yes Yes Yes
Policing

Table 3-4 indicates which Catalyst platforms support policing. Feature support and platform
implementation of policing varies between each Catalyst switch. Three types of policing exist for
Catalyst platforms:

e Individual policing

e Aggregate policing

e Microflow policing



Individual policing applies the bandwidth limit of a policer per interface. For example, an
individual policer configured to constrain ingress traffic to 32 kbps limits each applicable
interface to 32 kbps on ingress. An aggregate policer configured for the same bandwidth
constraint limits the bandwidth collectively among all interfaces. Microflow policing is available
on the Catalyst 6500, and it applies bandwidth limits to each access-control entry (ACE) of a
defined policer. Chapter 8, "Qo0S Support on the Catalyst 6500," discusses ACEs and microflow
policing in more detail.

Each platform has unique support, restrictions, and requirements surrounding policing. Refer to
each product chapter for specifics.

Table 3-4. Catalyst Platform QoS Policing Support

Cisco Catalyst Ingress Egress Individual Aggregate | Microflow
Platform Policing Policing Policing Policing Policing
Catalyst 2900 XL No No No No No
Catalyst 2948G- Yes, per- Yes, per port No No No
L3/4912G-L3/4232- | port rate- rate-limiting
L3 limiting and traffic

shaping
Catalyst 2950 Yes No Yes No No
Catalyst 3500XL No No No No No
Catalyst 3550 Yes Yes Yes Yes No
Catalyst 4000 No No No No No
CatOS Family
Catalyst 4000 Cisco | Yes Yes Yes Yes No
10S Family
(Supervisor Il and
1V)
Catalyst 5500 No No No No No
w/NFFC 11
Catalyst 6500 Yes No No Yes Yes

Congestion Management

Congestion management is supported on all Catalyst switches that support QoS features.
Congestion avoidance and management is achieved via the use of output scheduling using the
tail-drop and Weighted Random Early Detection (WRED) queuing mechanisms. Chapter 2, "End-
to-End QoS: Quality of Service at Layer 3 and Layer 2," explains the difference between
congestion management and congestion avoidance, and later chapters explain the tail-drop and
WRED queuing mechanisms in the congestion avoidance section of each chapter where
applicable. Moreover, only the Catalyst 3550, Catalyst 4000 10S Family of switches, and the
Catalyst 6500 support congestion avoidance.

The nomenclature for output scheduling queues is a follows:



XpYqZt

e X indicates the number of strict-priority queues.
e Y indicates the number of queues other than strict-priority queues.
e Z indicates the configurable thresholds per queue.

For example, 1p3g2t indicates that a switch has an egress output queue with one strict-priority
queue and three normal-priority queues each with two configurable thresholds per queue.

Table 3-5 indicates the available output queues per platform.

Table 3-5. Catalyst Platform Congestion Management Support

Output

Cisco Catalyst Platform Scheduling Scheduling Queues

Catalyst 2900 XL Yes Global 2qlt

Catalyst 2948G-L3/4912G-L3/4232- Yes 4q

L3

Catalyst 2950 Yes 4q

Catalyst 3500 XL Yes Global 2q1l1t

Catalyst 3550 Yes 1p3qg2t, 4q4t

Catalyst 4000 CatOS Family Yes 2q1t

Catalyst 4000 Cisco 10S Family Yes 1p3qlt, 4qlt

(Supervisor Il and 1V)

Catalyst 5500 w/NFFC 11 Yes 1qg4t

Catalyst 6500 Yes Ingress: 1qg4t, 1plg4t, 1plq, 1p2qlt
Egress: 2g2t, 1p2g2t, 1p3qlt, 1p2glt,
1p1qg8t, and 1p1qOt




Material Presentation for Catalyst Switching Platforms

Figure 3-1 shows the general QoS packet-flow architecture for Cisco Catalyst switches. The
architecture presents only the standard model for QoS features on each Catalyst platform.
However, support for each feature of the architecture is platform dependent and varies
significantly for each Catalyst switch.

Figure 3-1. General Catalyst QoS Packet-Flow Architecture
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For each Catalyst platform, this book discusses QoS features using the following flowchart:

e QoS Architecture Overview

e Input Scheduling

¢ Classification and Marking

e Policing

e Congestion Management and Avoidance
e Sample Configurations and Case Studies
e Summary

As indicated in the Tables 3-1 through 3-5, not every Cisco Catalyst platform supports all the
QoS components and features. For those platforms, the QoS component is omitted or discussed
as an unsupported feature. Chapter 10, "End-to-End QoS Case Studies," concludes with
comprehensive case studies using several Cisco Catalyst switches and QoS features.



QoS Support on the Catalyst 2900XL and 3500XL

Specific models of the Catalyst 2900XL and 3500XL support QoS classification and congestion
management. Ingress packet CoS values and configured port priorities exclusively determine
classification of ingress frames for placement into either a low-priority or high-priority global trans
queue. The two global transmit queues with priority scheduling create the congestion management
mechanism. The following sections discuss these QoS features with detailed overviews, configuratic
guidelines, and examples.

Catalyst 2900XL Product Family Delineation

QoS support on the Catalyst 2900XL and 3500XL platforms is software and model dependent. For 1
2900XL, the original-edition models do not support QoS features, including the uplink modules for
Catalyst 2916M. All standard- and enterprise-edition models do support QoS features. Table 3-6
indicates which 2900XL models support QoS features. All models of the 3500XL support QoS featur
In addition, the Catalyst 3524 XL-PWR-XL and the 3548XL support CoS reclassification. This QoS fe
is not available on other 3500XL platforms.

Table 3-6. QoS Support by Model of 2900XL

Catalyst 2900XL/3500XL QoS
Model Description Support
WS-C2908-XL 8-port 10/100BASE-TX switch No
WS-C2912-XL-A/EN 12-port 10/100BASE-TX switch Yes
WS-C2912MF-XL 12-port 100BASE-FX switch Yes
WS-C2916M-XL 16-port 10/100BASE-TX switch + 2 uplink slots No
WS-C2924-XL 24-port 10/100BASE-TX switch No
WS-C2924C-XL 22-port 10/100BASE-TX + 2-port 100BASE-FX switch | No
WS-C2924-XL-A/EN 24-port 10/100BASE-TX switch Yes
WS-C2924C-XL-A/EN 22-port 10/100BASE-TX switch + 2-port 100BASE-FX  Yes
switch
WS-C2924M-XL-A/EN 24-port 10/100BASE-TX switch + 2 uplink slots Yes
WS-C2924M-XL-EN-DC 24-port 10/100BASE-TX switch + 2 uplink slots (DC | Yes
power)

Catalyst 2900XL and 3500XL QoS Architectural Overview

The Catalyst 2900XL and 3500XL switches are limited to QoS features that suit access layer switchi
These features include classification, marking, and congestion management via the use of output
scheduling. Because of these features, the 2900XL and 3500XL fit well into an end-to-end QoS desi



with core switches. Figure 3-2 shows a sample network deploying access layer QoS features with
comprehensive QoS features in the core.

Figure 3-2. Network Topology Using Catalyst 3524XLs
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Figure 3-3 shows the basic QoS architecture model for the Catalyst 2900XL and 3500XL discussed
the following sections.

Figure 3-3. Basic QoS Architecture for the Catalyst 2900XLs and 3500X
Switches
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Software Requirements

For QoS feature support, the 2900XL and 3500XL require Cisco 10S Software Release 12.0(5)XP or
higher. The 3524-PWR-XL and the 3548XL require 12.0(5) XU or higher for the reclassification of cl:
of CoS values in frames.

Input Scheduling

The Catalyst 2900XL and 3500XL do not perform input scheduling as ingress packets are immediat
copied to a global, shared memory buffer. As long as the packet-forwarding rate of the switch is nc
exceeded, input congestion is not critical to implementing QoS. The packet-forwarding rates of the
Catalyst 2900XL and the Catalyst 3500XL are 1.6 Gbps and 5.0 Gbps, respectively.

Classification/Reclassification

The Catalyst 2900XL and 3500XL switches both support classification of untagged frames. Two mo
of the Catalyst 3500XL switch, the Catalyst 3524-PWR-XL and the Catalyst 3548XL switches, suppc
marking of ingress tagged frames. Classification and marking is configurable only on a per-port ba
and each port may be configured with a unique CoS value to be classified.

To configure a Catalyst 2900XL and 3500XL for classification or marking of frames, use the followir
interface command:



switchport priority {defaultdefault-priority-id | extend {cosvalue | none | trust}

Serride}

e Thedefault-priority-id parameter is the CoS value to be assigned to untagged ingress frames.

e Theextend option is to configure the 802.1p trust configuration of the connected appliance ot
P1 port of the IP Phone. For example, a Cisco IP Phone can be configured to trust or reclassify
frames received on its P1 port.

e Theoverride option is used to mark tagged frames with the default-priority-id. Only the Catal
3524-PWR-XL and the Catalyst 3548XL switches support this marking feature.

Example 3-1 shows a Catalyst 3548XL switch port configured to classify untagged frames with a C¢
value of 2.

Example 3-1. Catalyst 3548XL Switch Port Configured to Classify Untagg
Frames

Swi t ch#show runni ng-config

Bui | di ng configuration...

Current configuration:
(text deleted)
!

nterface Fast Et her net 0/ 48

switchport priority default 2
spanni ng-tree portfast
(text deleted)

end



Example 3-2 shows a Catalyst 3524-PWR-XL switch port configured for a voice VLAN. In Cisco 10S
Software Release 12.0.x, voice VLAN ports must be configured as trunk ports.

Example 3-2. Catalyst 3548XL Switch Port for Voice VLANSs

Swi t ch#show runni ng-config

Bui | di ng configuration...

Current configuration:
(text del eted)
!
i nterface FastEthernet0/24
swi tchport trunk encapsul ati on dot1q
switchport trunk native vlan 2
swi tchport node trunk
swi tchport voice vlan 70
spanni ng-tree portfast
(text del eted)

end

NOTE

The Catalyst 2900XL and 3500XL software configuration for voice VLANSs differs from the
Catalyst switches that run Cisco 10S Software Release 12.1, such as the Catalyst 4000
Supervisor Il and IV. Cisco 10S Software Release 12.1 does not require voice VLAN ports to
be configured as trunks.

Congestion Management



The 2900XL and 3500XL switches use a shared memory buffer system because each individual por
does not have its own output queue. This shared memory buffer is divided into two global transmit
queues. Each ingress packet is placed into one of two global transmit queues based on CoS value f
tagged frames and CoS classification for untagged frames. One of the transmit queues is designate
packets with a CoS value of O to 3, and the other transmit queue is reserved for packets with a Co¢
value of 4 to 7. The queues use a 100-percent threshold value. These queues are not configurable 1
different CoS values or thresholds. This queue scheme creates a logical high-priority and low-priori
queuing mechanism. Priority scheduling is applied such that the high-priority queue is consistently
serviced before the low-priority queue. The use of two global transmit queues based on CoS value
default behavior and cannot be altered. As a result, no global configuration is required to enable Q
output scheduling.

NOTE

Untagged packets that are classified with a CoS value transmitted on trunk ports are
appropriately tagged with an 802.1q header with the respective CoS. For packets transmitted
on nontrunk ports, the untagged classification only determines which queue the frame is
placed in for egress transmission.

Case Study: Classification and Output Scheduling on Cisco Catalyst 350(
Switches

To demonstrate classification and output scheduling on the Catalyst 3500XL series, a Catalyst 352«
PWR-XL was set up with two Cisco 7960 IP Phones, a Call Manager, and a traffic generator connec!
to three Fast Ethernet ports and a Gigabit Ethernet port, respectively. Figure 3-4 shows this topolo
Two trials were conducted taking voice quality statistical measurements from each IP Phone based
1-minute, G7.11 voice call between IP Phone 1 and 2. To create traffic congestion, the traffic genel
attached to Gigabit Ethernet port was sending multicast at line rate with a CoS value of O. The
multicast traffic was flooded to all ports, including the Fast Ethernet IP Phones, causing output
congestion.

Figure 3-4. Catalyst 3500XL Case Study Network Diagram
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The Catalyst 3524XL switch was running software version 12.0(5)WCS5 for the trial. The configurati
only included voice VLANs on the Cisco IP Phone ports. The remaining port configuration of the swi
was default. Example 3-3 shows the relevant configuration.

Example 3-3. Catalyst 3548XL Switch Port Configuration for Case Study

Swi t ch#show runni ng-config

Bui | di ng configuration...

Current configuration:

(text deleted)

interface FastEthernet0/1

swi t chport access vlan 70

interface FastEthernet0/2
swi tchport trunk encapsul ati on dot 1q
switchport trunk native vlian 2

swi t chport node trunk



swi tchport voice vlan 70

spanni ng-tree portfast

interface FastEthernet0/3
swi tchport trunk encapsul ati on dot 1q
swi tchport trunk native vlan 2
swi tchport node trunk
swi tchport voice vlan 70

spanni ng-tree portfast

(text del eted)

interface G gabitEthernet0/1
swi tchport access vlan 70
(text del eted)

end

The variant in the two trials was the CoS value placed on the telephony frames between the IP Pha
With a CoS value of O, the telephony stream was treated with a low priority (the same priority as t
multicast traffic). With a CoS value of 5, the telephony stream was treated with a high priority. Talt
7 summarizes the number of frames transmitted and lost as well as jitter from each trial.

Table 3-7. QoS Trial Results on Catalyst 3524-PWR-XL

Total Frames

Transmitted (Phone No. of Receive Lost Maximum Recorded
Trial 1/2) Frames (Phone 1/2) Jitter (Phonel/?2)
CoS =0on 3100/3110 1551/1549 51/49 ms
voice stream
CoS =5o0n 3104/3106 0/0 51/49 ms
voice stream




As indicated in Table 3-7, the Catalyst 3524XL did not drop a single frame due to output congestiol
the IP Phone ports for packets with a CoS value of 5. Similar results are achievable with multiple C
IP Phones in a campus network using the Catalyst 2900XL and 3500XL. The jitter did not vary betv
the trials because all Catalyst switches drop frames under congestion and only buffer a few frames
maximum recorded jitter is around 50 ms, which is above the recommended 30 ms for Voice over |
(VolP). Only the first few frames of the IP flow recorded jitter near 50 ms.

Summary

The Catalyst 2900XL and 3500XL suit basic QoS needs for an access layer switch. If additional feat
such as policing and classification based on DSCP are required, network designers should consider
Catalyst 2950 and 3550 switches for use as an access layer switch. You can summarize QoS featun
support on the Catalyst 2900XL and 3500XL switches as follows:

e No support for input scheduling.

e Classification based on CoS only; no support for classification based on IP precedence or DSC

e Two global queues for high-priority and low-priority traffic.

e No configurable CoS mapping to queues or queue threshold.

e Ports are trusted by default.

e Untagged frames are mapped to high-priority or low-priority queues based on configured
classification CoS value.

e The Catalyst 3548XL and 3524-PWR-XL support reclassification of tagged frames.



QoS Support on the Catalyst 4000 CatOS Family of
Switches

Catalyst 4000 CatOS switches provide for QoS classification and congestion management solely
based on CoS values. The Catalyst 4000 10S switches, discussed in Chapter 7, support a wider
range of QoS. For the Catalyst 4000 CatOS switches, a high- and low-priority transmit port
queue with round-robin scheduling accomplish congestion management. The Catalyst 4000
CatOS switches do not support policing or input scheduling. The following sections discuss the
Catalyst 4000 CatOS QoS features with detailed overviews, configuration guidelines, and
examples.

Catalyst 4000 Product Family Delineation

This section covers the Catalyst 4000 CatOS Family of switches. As discussed in the introduction
to this chapter, the Catalyst 4000 Cisco 10S switches, the Catalyst 4000 CatOS switches, and the
Layer 3 services module each have unique QoS feature support. The Catalyst 4000 Cisco 10S
switches and the Layer 3 services module are covered in Chapter 7.Table 3-8 summarizes the
Catalyst 4000 switches into the CatOS or 10S category. This chapter applies to the Catalyst 4000
switches that run CatOS Software.

Table 3-8. Catalyst 4000 CatOS Versus Cisco 10S Software Platform

Support

Catalyst 4000 Model Family Description Software

Catalyst 2948G Catalyst 48-port 10/100BASE-TX switch ports + 2 CatOS
4000 1000BASE-X GBICLZ] switch ports

Catalyst 2980G Catalyst 80-port 10/100BASE-TX switch ports + 2 CatOS
4000 1000BASE-X GBIC switch ports

Catalyst 2980G-A Catalyst 80-port 10/100BASE-TX switch ports + 2 CatOS
4000 1000BASE-X GBIC switch ports

Catalyst 2948G-L3 Catalyst 48-port 10/100BASE-TX + 2 1000BASE-X 10S
G-L3 GBIC Layer 3 switch

Catalyst 4003 + WS- Catalyst 3-slot modular chassis + 2 1000BASE-X CatOS

X4012 Supervisor | Engine | 4000 GBIC ports on Layer 2 supervisor

Catalyst 4006 + WS- Catalyst 6-slot modular chassis + 2 1000BASE-X CatOS

X4013 Supervisor |1 4000 GBIC ports on Layer 2 supervisor

Engine

Catalyst 4006 + WS- Catalyst 6-slot modular chassis + 2 1000BASE-X 10S

X4014 Supervisor 111 4000 GBIC ports on Layer 2/3 supervisor

Engine




Catalyst 4006 + WS- Catalyst 6-slot modular chassis + 2 1000BASE-X 10S

X4515 Supervisor IV 4000 GBIC ports on Layer 2/3 supervisor

Engine

Catalyst WS-X4232-L3 Catalyst Layer 3 router module for Catalyst 4003 10S

Layer 3 Services Module G-L3 and 4006 chassis with Supervisor | or Il

Engine

Catalyst 4503 + WS- Catalyst 3-slot modular chassis + 2 1000BASE-X CatOS

X4013 Supervisor |1 4000 GBIC ports on Layer 2 supervisor

Engine

Catalyst 4503 + WS- Catalyst 3-slot modular chassis + 2 1000BASE-X 10S

X4014 Supervisor 111 4000 GBIC ports on Layer 2/3 supervisor

Engine

Catalyst 4503 + WS- Catalyst 3-slot modular chassis + 2 1000BASE-X 10S

X4515 Supervisor IV 4000 GBIC ports on Layer 2/3 supervisor

Engine

Catalyst 4506 + WS- Catalyst 6-slot modular chassis + 2 1000BASE-X CatOS

X4013 Supervisor 111 4000 GBIC ports on Layer 2 supervisor

Engine

Catalyst 4506 + WS- Catalyst 6-slot modular chassis + 2 1000BASE-X 10S

X4014 Supervisor 111 4000 GBIC ports on Layer 2/3 supervisor

Engine

Catalyst 4506 + WS- Catalyst 6-slot modular chassis + 2 1000BASE-X 10S

X4515 Supervisor IV 4000 GBIC ports on Layer 2/3 supervisor

Engine

Catalyst 4507R + WS- Catalyst 7-slot modular chassis + 2 1000BASE-X 10S

X4515 Supervisor IV 4000 GBIC ports on Layer 2/3 supervisor

Engine

Catalyst 4840G Catalyst 40-port 10/100BASE-TX + 1000BASE-X 10S
G-L3 GBIC Layer 3 server load-balancing switch

Catalyst 4908G-L3 Catalyst 8 1000BASE-X GBIC Layer 3 switch CatOS
4000

Catalyst 4912G-L3 Catalyst 8 1000BASE-X GBIC switch ports 10S
G-L3

[*1 GBIC Gigabit Interface Converter

Catalyst 4000 CatOS Family of Switches QoS Architectural Overview

The Catalyst 4000 CatOS switches support only QoS classification, marking, and congestion
management. Classification and marking is based on the CoS value of 802.1q frames and port
trust. Using two transmit queues for output scheduling achieves congestion management of
egress traffic. Input scheduling is limited to first-in, first-out (FIFO) ingress queuing only. Figure
3-5 shows the basic QoS model for the Catalyst CatOS switches.



Figure 3-5. Basic QoS Architecture for the Catalyst Cat4000 CatOS
Switches
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Software Requirements

The Catalyst 4000 CatOS switches require CatOS Software version 5.2(1) or higher for QoS
feature support.

Enabling QoS Features on Catalyst 4000 CatOS Switches

QoS must be globally enabled on CatOS switches before classification, marking, and output
scheduling configurations are applied. To enable QoS on the Catalyst 4000 CatOS switches, enter

the following command:



set qos {enable | disable}

Example 3-4 shows a user enabling QoS on a CatOS switch.

Example 3-4. Enabling QoS Features on a Catalyst 4000 CatOS Switch

Consol e> (enabl e) set gos enable
QS i s enabl ed.

Consol e> (enabl e)

Input Scheduling

Similar to other access layer switches, the Catalyst 4000 CatOS switches performs only FIFO
Queuing of ingress packets. For line-module ports that are nonblocking, FIFO Queuing does not
pose an issue because nonblocking line-module ports can deliver traffic to the switching fabric at
line rate. Ports that are oversubscribed to the switching fabric are also referred to as blocking
ports. Oversubscribed ports share bandwidth and data transmit contention in groups of two to
eight ports depending on line module. Campus network design must consider oversubscribed
ports very carefully on the Catalyst 4000 because of the lack of input scheduling. Furthermore,
when using the nonblocking modules, consider aligning the front panels to minimize
oversubscription. For example, avoid placing workstations utilizing real-time voice and video
applications on the same group of ports that share oversubscribed bandwidth with high-traffic
servers and network appliances. The product release notes contain detailed information on which
ports share bandwidth. Moreover, all line-module ports support 802.1x flow control for
constraining host traffic. 802.1x flow control is useful in limiting traffic for hosts connected to
oversubscribed ports.

Table 3-9 lists the available line modules at the time of publication and denotes whether the
ports are blocking or nonblocking. Several line modules are both nonblocking and blocking
depending on the front-panel port. The table also describes how the ports are subscribed to the
switching fabric.

Table 3-9. Catalyst 4000 Line Modules Architecture



Ethernet Ports (Media

Module Type) Architecture to Switch Fabric

WS- 4 100BASE-FX (MTRJ) Nonblocking.

U4504-FX-

MT

WS-X4012 | 2 1000BASE-X (GBIC) Nonblocking.

WS-X4013 2 1000BASE-X (GBIC) Nonblocking.

WS-X4014 2 1000BASE-X (GBIC) Nonblocking.

WS-X4515 | 2 1000BASE-X (GBIC) Nonblocking.

WS-X4124- 24 100BASE-FX (MTRJ) Nonblocking.

FX-MT

WS-X4148- 48 100BASE-FX (MTRJ) Nonblocking.

FX-MT

WS-X4148- 48-port 10/100BASE-TX Nonblocking.

RJ21 (RJ21)

WS-X4148- 48-port 10/100BASE-TX Nonblocking.

RJ45 (RJ45)

WS-X4148- | 48-port 10/100BASE-TX with | Nonblocking.

RJ45V Inline Power (RJ45)

WS-X4306- 6 1000BASE-X (GBIC) Nonblocking.

GB

WS-X4232- 32-port 10/100BASE-TX Nonblocking.

GB-RJ (RJ45) + 2 1000BASE-X

(GBIC)
WS-X4232- |32, L2 10/100BASE-TX L2 32 10/100BASE-TX ports are nonblocking.
L3 (RJ45) + 2 L3 1000BASE-X
(GBIC)

WS-X4412- 12-port 1000BASE-T (RJ45) + | The 2 1000BASE-X ports are nonblocking. The

2GB-T 2 1000BASE-X (GBIC) 1000BASE-T ports are group 3 front-panel ports
to a 1-gigabit switch fabric connection.

WS-X4418- 18 1000BASE-X (GBIC) Front-panel ports 1 and 2 are nonblocking. Ports

2GB 3 through 18 are grouped 4 front-panel
1000BASE-X ports to a 1-gigabit switch fabric
connection.

WS-X4424- 24-port 10/100/1000BASE-T | Each consecutive group of 4 ports is connected to

GB-RJ45 (RJ45) a 1-gigabit switch fabric connection.

WS-X4448- | 48-port 1000BASE-LX (SFP) Each consecutive group of 8 ports is connected to

GB-LX a 1-gigabit switch fabric connection.

WS-X4448- 48-port 10/100/1000BASE-T | Each consecutive group of 8 ports is connected to

GB-RJ45 (RJ45) a 1-gigabit switch fabric connection.

Classification, Marking, and Trusting




The Catalyst 4000 CatOS switches are unable to differentiate between trusted and untrusted
ports. As a result, the Catalyst 4000 CatOS switches consider all ports trusted, and the switch
does not alter the CoS value for any Ethernet 802.1q tagged frames. System administrators
need to be aware of servers, network appliances, or workstations that may be inappropriately
marking CoS values in transmitted 802.1q tagged frames because the incorrectly marked frames
could effect high-priority traffic such as voice or video.

Classifying Untagged Frames

The Catalyst 4000 CatOS switch may mark untagged frames with a default CoS value. The
default CoS value is a global parameter applied to all ports for untagged frames received by the
switch. This default CoS value marking technique cannot be applied to selective ports or
selective frames. Marking is strictly a global parameter for untagged frames. To configure the
default CoS value for untagged frames, enter the following command:

set qos defaul tcosdefault-cos-val ue

default-cos-value indicates the CoS value to be marked on untagged frames.

Example 3-5 shows a user configuring a global default CoS value.

Example 3-5. Defining Default CoS Value on Catalyst 4000 CatOS
Switch

Consol e> (enable) set qos defaultcos 5

qos defaultcos set to 5

NOTE
Extended trust configuration is not supported on the Catalyst 4000 CatOS switches.

The Catalyst 4000 CatOS switches support only 802.1q trunking; Inter-Switch Link
(ISL) trunking is not supported. The Catalyst 4000 Supervisor Ill and IV Engine both
support ISL on existing linecards with a few exceptions.



Congestion Management

Congestion management is handled through the use of output scheduling. The Catalyst 4000
CatOS Software manages output scheduling by the use of a per-port, two-queues, one threshold
(2g1t) system. Packets are mapped to a logical high- or low- priority output queue depending on
the switch QoS configuration and CoS value in the frame. There is only one threshold setting,
100 percent; therefore, the only threshold configuration is to tail drop packets when a queue is
full. Packets are removed from the queues round-robin with each queue getting serviced 1:1.
Because packet flows with higher CoS values of less bandwidth are generally mapped to one
specific queue, those packets are less likely to be dropped due to output congestion with the
lower-priority, high-bandwidth packet flows.

To configure the CoS values to map to specific queues and verify the configuration, enter the
following commands:

set qos mapport _type qg# threshol d#coscos_|i st

show qos info [runtine | config]

For the Catalyst 4000 CatOS switches, the port_type is always 2q1t with a threshold# of 1. g#
identifies the queue to map the CoS value to, and the cos_list identifies what queue frames of
specific CoS values are mapped. The cos_list must be configured in pairs: 0-1, 2-3, 4-5, and 6-7.
Because QoS configurations are saved to the nonvolatile random-access memory (NVRAM)
configuration at run time, the runtime and config options have no significance and both display
the current and saved configuration. Not mapping CoS values after enabling QoS may result in
unexpected performance because all CoS values map to the same transmit queue by default
when QoS is enabled. Example 3-6 shows a user configuring and verifying the CoS mapping.

Example 3-6. Configuring Catalyst 4000 QoS CoS Mapping

Consol e> (enable) set qos nap 2qlt 2 1 cos 4-7

Qos tx priority queue and threshold mapped to cos successfully.

Consol e> (enabl e) show gos info runtine



Run tinme setting of QoS:

QS is enabl ed

All ports have 2 transmt queues with 1 drop thresholds (2qlt).
Default CoS = 0

Queue and Threshol d Mappi ng:

Queue Threshold CoS

The Catalyst 4000 CatOS switch records the number of frames tail dropped as a result of the
transmit port queue being full. The counters record the tail-drop frames as txQueueNotAvailable
in the show countersmod/port. In addition, both the out-lost counter from the show mac
[mod[/port]] command and the Xmit-Err counter from the show port [mod[/port]] command
include the txQueueNotAvailable counter. Note that the out-lost and Xmit-Err are not inclusively
counters for txQueueNotAvailable and increment for other packet counters as well. Example 3-7
shows some extrapolated output from the show counters [mod[/port]],show port
[mod[/port]], and show mac [mod[/port]] commands from the QoS case study later in the
chapter.

Example 3-7. show counters, show port, and show mac Command
Output Excerpts

Consol e> (enabl e) show counters 5/1
(text del eted)
23 t xQueueNot Avai | abl e = 19422994

(text del eted)

Consol e> (enable) show mac 5/1
(text del eted)
MAC Del y- Exced MIU-Exced In-Discard Lrn-Discrd In-Lost Qut - Lost

5/'1 0 0 0 0 0 19422994



(text deleted)

Consol e> (enabl e) show port 5/1
(text deleted)

Port Align-Err FCS- Err Xmt-Err Rcv- Err Under Si ze

5/1 - 0 19422994 0 0

(text deleted)

Auxiliary VLANs

For VolP appliances, such as the Cisco IP Phone, the 2q1t system works well. IP Phones should
be configured in conjunction with auxiliary VLANs. Through the use of Cisco Discovery Protocol
(CDP) packets, the IP Phone is informed of the auxiliary VLAN ID to use in sending tagged
frames.

To configure a port for an auxiliary VLAN for tagged traffic, use the following command:

set port auxiliaryvlannod [/ports] {vlan | untagged | none}

Thevlan option specifies the VLAN ID of the auxiliary VLAN. The untagged option tells the port
to use untagged frames for the auxiliary VLAN, and none disables the auxiliary VLAN
configuration on the port.

A LAN IP Phone conversation based on pulse code modulation (PCM) (G.711) compression uses
only 83 kbps, far below the output rate of an Ethernet port operating at 10 Mbps. Cisco IP
Phones connect at 100 Mbps full-duplex by default. Mapping only VolP frames exclusively to a
single queue based on CoS value allows voice traffic to flow egress from the output queue
without packet loss even under output port loads above line rate.

Case Study: Output Scheduling on the Catalyst 4000 Series Switches



To illustrate the output scheduling behavior on the Catalyst 4000 Family, a Catalyst 4006 with a
Supervisor Il Engine running CatOS Software version 6.3.7 is connected to two Cisco 7960 IP
Phones, a Cisco Call Manager server, and a traffic generator connected to three Fast Ethernet
ports and a Gigabit Ethernet port as shown in Figure 3-6.

Figure 3-6. Catalyst 4000 Case Study Network Diagram
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Two trials were conducted taking voice quality statistical measurements from each IP Phone
based on a 1-minute, G7.11 voice call between IP Phone 1 and 2. To create traffic congestion,
the traffic generator attached to the Gigabit Ethernet port was sending multicast at line rate with
a CoS value of 0. The multicast traffic was flooded to all ports, including the Fast Ethernet ports
connected to the IP Phones. This flooding of traffic led to output congestion.

The switch port configuration only included auxiliary VLANs on the Cisco IP Phone ports. The
remaining port configuration of the switch was default. Example 3-8 outlines the relevant
configuration.

Example 3-8. Catalyst 4000 CatOS Switch Configuration for Case Study

begin

(text del eted)

#qos

set gos enable



(text deleted)

#nmodule 1 : 2-port 1000BaseX Supervi sor

set

set

set

set

vian 70 1/1
trunk 1/1 off dotlq 1-1005
spantree portfast 1/1 enable

port channel 1/1 node off

(text deleted)

#nmodul e 2 : 48-port Inline Power Mdul e

set

set

set

set

set

set

set

set

vlan 70 2/1

port auxiliaryvlan 2/2 70

port auxiliaryvlan 2/3 70

trunk 2/ 1 off dotlq 1-1005
trunk 2/2 off dotlq 1-1005
trunk 2/3 off dotlq 1-1005
spantree portfast 2/1-3 enable

port channel 2/1-3 node off

(text deleted)

QoS was enabled for both trials. In the first trial, however, QoS was enabled but the CoS
mapping was left as default. As a result, frames of CoS values O through 7 mapped to the same
output queue. In the second trial, frames with a CoS value of 4 to 7 were mapped to queue 1,
and the remaining frames were mapped to queue 0. Example 3-9 shows the QoS configuration
for each trial.

Example 3-9. Catalyst 4000 QoS CoS Mapping Configuration for Each
Trial of Case Study

' Trial 1:



Consol e> (enabl e) show gos info runtine

Run tinme setting of QoS:

QS is enabl ed

Al ports have 2 transmt queues with 1 drop thresholds (2qlt).
Default CoS = 0

Queue and Threshol d Mappi ng:

Queue Threshol d CoS

1 1 01234567

' Trial 2:

Consol e> (enabl e) show gos info runtine

Run tinme setting of QoS:

QS is enabl ed

Al ports have 2 transmt queues with 1 drop thresholds (2qlt).
Default CoS = 0

Queue and Threshol d Mappi ng:

Queue Threshol d CoS

AsTable 3-10 indicates, the voice stream statistical measurements clearly showed significant
frame loss and poor voice quality when all frames shared the same output queue. When the
frames were output scheduled appropriately, no loss of frames occurred and voice quality was
excellent. The maximum jitter was well within the recommended boundary of less than 30 ms.



Table 3-10. QoS Trial Results on Catalyst 4006 with Supervisor 11

Engine

Total Frames

Transmitted (Phone No. of Receive Lost Maximum Recorded
Trial 1/72) Frames (Phone 1/2) Jitter (Phonel/?2)
1 queue | 3245/3300 2536/2459 20/22
2 3130/3240 0/0 15/9
queues
Summary

The Catalyst 4000 CatOS Family of switches suits basic QoS needs for an access layer switch. If
additional features such as policing and classification based on DSCP are required, network
designers need to consider the Catalyst 4000/4500 Cisco 10S Family of switches using the
Supervisor Engine 11l or IV. The Catalyst 4000/4500 Cisco 10S Family switches support
classification based on DSCP or CoS, ingress and egress policing, and output scheduling based
on a 1p3qglt or 4glt port queuing system. You can summarize the QoS feature support on the
Catalyst 4000 CatOS Family of switches as follows:

e No support for input scheduling.

e Classification based on CoS only; no support for classification based on IP precedence or
DSCP.

o Extended trust options are not supported.

e Output ports have two queues with one threshold (2q1t).

e Frames are tail dropped when queue is full.

e Tail dropped frames are recorded as txQueueNotAvailable in the show countersmod/port.

¢ CoS mapping to queues are configurable in pairs: 0-1, 2-3, 4-5, and 6-7.

e Ports are trusted by default irrespective of the QoS global configuration.

e The queue threshold is not configurable.

e Untagged frames can be mapped to the queue based on configured CoS value.

e Tagged frames cannot have CoS values rewritten.

e Layer 3 services module can be added to Catalyst 4000 CatOS switch for policing of IP
routed traffic between VLANs. However, the Layer 3 services module rewrites ingress CoS
to zero.

In summary, the Catalyst 2900XL, 3500XL, and Catalyst 4000 CatOS Family of switches only
support a subset of QoS features compared to the Catalyst 2950, 3550, 4000 10S, and 6500
Family of switches.




The available QoS features depend on the platform; they also depend on whether the platform
supports IP routing. The Catalyst 3550, Catalyst 4000 Cisco 10S Software Family, Catalyst 5500
with RSM or RSFC, and the Catalyst 6000/6500 with MSM or MSFC I/1l support IP routing. Other
platforms may support Layer 3 QoS features, such as classification based on DSCP and marking
of IP precedence; however these platforms do not actually support routing of IP frames.

For a list of the QoS features supported by each platform, see Tables 3-1 through 3-5.



Chapter 4. QoS Support on the Catalyst
5000 Family of Switches

This chapter discusses QoS feature support on the Catalyst 5000 Family of switches. The Catalyst
5000 Family of switches supports only a small subset of QoS features. Furthermore, QoS feature
support on these switches has important hardware and configuration restrictions. This chapter
discusses all the restrictions and configuration requirements for implementing QoS on the
Catalyst 5000 Family of switches and provides command references, examples, and a case
study. Specifically, this chapter covers the following topics:

e QoS Architectural Overview

e Enabling Qos Features

e Input Scheduling

e Classification

e Marking

e Congestion Avoidance

e Case Study

Upon completion of this chapter, you will understand the restrictions surrounding QoS feature
support on the Catalyst 5000 Family of switches and be able to configure the switches for packet
classification, marking, and congestion avoidance.



Catalyst 5000 Family of Switches QoS Architectural
Overview

The Catalyst 5000 Family of switches forwards frames strictly based on MAC address and VLAN
ID. To route frames with a Catalyst 5000, the switch requires a router module, either a Route
Switch Module (RSM) or a Router Switch Feature Card (RSFC). Catalyst 5000 switches with a
NetFlow Feature Card or NetFlow Feature Card Il (NFFC or NFFC 11, respectively), router
module, and specific line modules can perform multilayer switching (MLS). MLS enables the RSM
or RSFC to offload the Layer 2 rewrite functionality of routers to hardware components on the
supervisor engine and line cards. In relation to QoS functionality, MLS-enabled switches handle
QoS packet rewrites slightly different than do switches without MLS enabled. Because of the
system architecture deployed on the Catalyst 5000 Family of switches, these switches support
the following QoS features in specific hardware configurations:

e Classification of untagged frames

e Trusting of tagged frames

e Class of service (CoS) rewrite based on destination MAC and VLAN ID or ingress port
e CoS and type of service (ToS) rewrite based on access-control entries (ACES)

e Output scheduling using one queue with four thresholds

For supporting QoS in network designs, especially networks delivering Voice over IP (VolP) or
usingDiffServ codepoint (DSCP) for differentiated service, the preferred switches are the
Catalyst 6500 Family of switches, the Catalyst 4000 10S Family of switches, the Catalyst 3550,
or the Catalyst 2950. By today's standards, the Catalyst 5000 Family of switches is a legacy
product and does not support the features necessary for end-to-end QoS implementations.
Furthermore, Cisco Systems, Inc., no longer sells the Catalyst 5000 Family of switches.
Nonetheless, a large number of networks still use the Catalyst 5000 Family of switches;
therefore, network designs need to exploit the QoS features available on these switches. Figure
4-1 illustrates a sample network design using a Catalyst 5500 switch in the core layer. The
Catalyst 5500 switches include a router module for Layer 3 routing and the RSMs utilize HSRP
for router redundancy. The Catalyst 5500 switches connect Layer 2 to the Catalyst 4000 CatOS
switches used as access layer switches. Generally, legacy networks deploying Catalyst 5500's
only utilize Layer 3 routing in the core. As a result, these networks only connect Layer 2 to
access layer switches and perform no routing of traffic on the access layer switches. Although not
shown on the diagram, several VLANs are deployed in this topology to minimize broadcast
domains.

Figure 4-1. Sample Network Topology Using Catalyst 5000 Switches
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Software Requirements

The Catalyst 5000 Family of switches requires CatOS software version 5.1(1) or higher for QoS
feature support. The Catalyst 5000 Family of switches runs CatOS software up to CatOS software
version 6.4. The Catalyst 5000 Family of switches does not support Native 10S software or the
CatOS software version 7 train.

MLS changes the behavior of QoS on the Catalyst 5000 Family of switches. MLS support on the
Catalyst 5000 Family of switches requires a NFFC and a Cisco router running Cisco 10S Software
version 11.3 WA, 12.0, or higher. The recommended routers for deploying MLS are the RSMs or
RSFCs. The RSM is a line module for the Catalyst 5000 Family, and the RSFC is a daughter card
for the Catalyst 5000 Supervisor IIG and 111G engines. External routers including the Cisco 3600,
7200, and 7500 support MLS as well and are alternatives to using the RSM or RSFC for MLS.

Hardware Requirements

Only a limited subset of the Catalyst 5000 Family of switches supports QoS features. To enable
these QoS features, an NFFC Il must be present on the supervisor engine. EARL 3 and NFFC |1
are the same hardware component, and the names are used interchangeably. EARL is an
acronym for the Layer 2 forwarding logic on the supervisor engine and exists in several versions
across all the Catalyst supervisor engines of the Catalyst 5000 Family.

The NFFC Il enables QoS support for classification, marking, and congestion avoidance. The
Supervisor 111G and I1G include an NFFC 11, whereas specific models of the Supervisor Engine 111
include the NFFC I1. Table 4-1 illustrates which supervisor engines include an NFFC Il. The
Supervisor Engine Ills without an NFFC Il are upgradeable to include an NFFC I1.

Table 4-1. NetFlow Feature Card 1l to Supervisor Engine Matrix



NetFlow EARL QoS
Feature EARL Subtype Feature
Model Number |Supervisor Engine Card Version Model Support
WS-X5550 Supervisor NIG NFFCI EARL3 WS-F3531 Yes
WS-X5540 Supervisor G NFFCII EARL 3 WS-F35531 Yes
WS-X5534 Supervisor [IF i EARL 14+ | WS-F5520 Mo
WS-X5530-E3 Supervisor 11 {(NFFC IT) NFFCTI EARL 3 WS-F3531 Yes
WS-X5530-E3A  |Supervisor II (NFFC II-A)  |NFFCII-A  |EARL 3 WS-F55331A | Yes
WS-X5530-E2 Supervisor I (NFEC) NEEC EARL 2 WS-F5521 MNo
WS-X5530-E2A | Supervisor IIT (NFFC A) NFFC EARL 2 WS-Fi521a  |No
W5-X5530-E| Supervisor 111 nia EARL 14+ | WS-F5520 No
WS-X5500 Supervisor [T na EARL 1+ [ WS.F5511 No
WS-X5506 Supervisor [1 na EARL 1+ WS-F5511 ko
W5-X5505 Supervisor I1 nli EARL 1+ | WS-F5511 No
WE-X5009 Supervisor [ nia EARL 1 WS-F5510 Mo
WS- 5006 Supervisor | n/la EARL 1 WE-F3510 Mo
WS-X50035 Supervisor [ n/i EARL 1 WS-F3510 Mo
WS-C2926G Supervisor [1 nia EARL 1+ | WS-F5511 No
WS-CI926T Supervisor [1 nia EARL 1+ | WS-F5511 Mo
W5-C2926G5 Supervisor 111 NFFCII EARL 3 WS-F5531 Yes
WE-C2926GL Supervisor I11 NFFCI EARL 3 WS-F5531 Yes
W5-C2002 Supervisor nia EARL 1 WS-F5520 No
WS5-C2901 Supervisor | nia EARL 1 WS-F5520 No

Example 4-1 demonstrates use of the show module command to determine the supervisor
engine model number, the EARL version subtype model, and NFFC type for a Catalyst 5000

Family of switches.

Example 4-1 shows sample output from a Supervisor Engine Il with an NFFC I1.

Example 4-1. Sample Output from the show module Command

Consol e> (enabl e) show nodul e

Mod Sl ot Ports Mdul e-Type

1 1 2 100BaseFX MVF Supervi sor

(text deleted)

Mod Mbdul e- Nane Seri al - Num

(text deleted)

W6- X5530

Sub St at us



Mod MAC- Addr ess(es) Hw Fw Sw

(text deleted)

Mod Sub- Type Sub- Model Sub- Serial Sub-Hw

1 NFFC Il W5-F5531 0012152468 1.0

1 upl i nk W5- U5533 0010450920 1.0

The output from the show module command indicates not only supervisor engine type, NFFC,
and EARL versions, but also includes software version, MAC addresses, hardware and firmware
revisions, and serial numbers of all line modules in the chassis. For supervisor engines without
an NFFC or NFFC 11, the subtype indicates EARL version.

Moreover, QoS feature support requires traffic ingress and egress from specific Catalyst 5000

line modules. Table 4-2 summarizes the modules required for front-panel support of QoS
features.

Table 4-2. Required Line Modules for QoS Support

Model No. Description

WS-U5537-FETX 4-port 10/100BASE-TX uplink module
WS-U5538-FEFX-MMF 4-port 10/100BASE-FX uplink module
WS-X5234-RJ45 24-port 10/100BASE-TX RJ-45
WS-X5236-FX-MT 24-port 100BASE-FX MT-RJ
WS-X5239-RJ21 36-port 10/100BASE-TX Telco

To obtain supported features per line module from the command-line interface (CLI), use the
following command:



show port capabilitiesnod/ ports

Example 4-2 shows sample output from the show port capabilities command for the WS-
X5224 and WS-X5234 line modules, respectively. The output from the commands indicate that
the WS-X5224 does not support QoS features, whereas the WS-X5234 supports CoS and ToS
rewrite as well as output scheduling.

Example 4-2. Sample Output from the show port capabilities Command

Consol e> (enabl e) show port capabilities 2/1

Mbdel W5- X5224

Por t 2/ 1

Type 10/ 100BaseTX
Speed aut o, 10, 100
Dupl ex hal f, full
Trunk encap type no

Trunk node no

Channel no

Broadcast suppression pps(0-150000), percent age(0- 100)

Fl ow contr ol no

Security yes

Dot 1x yes

Menber shi p static,dynam c

Fast start yes

QS schedul i ng rx-(none), tx-(none)
CoS rewite no

ToS rewite no

Rewite no

UDLD yes

Auxi | iaryVl an no



SPAN

source, desti nation

Consol e> (enabl e) show port capabilities 3/1

Mbdel

Port

Type

Speed

Dupl ex

Trunk encap type
Trunk node
Channel

Br oadcast suppression
Fl ow contr ol
Security

Dot 1x

Menber shi p

Fast start

QS schedul i ng
CoS rewite

ToS rewite
Rewrite

ubLD
Auxi | i aryVl an

SPAN

WB- X5234

3/1

10/ 100BaseTX

aut o, 10, 100

hal f, full

802.1Q I SL

on, of f, desi rabl e, aut 0, nonegoti ate
3/1-2,3/1-4

per cent age( 0- 100)

recei ve- (off,on), send-(of f, on)
yes

yes

static, dynam c

yes

rx-(none), tx-(1q4t)

yes

| P- Precedence

yes

yes
1..1000, unt agged, dot 1p, none

source, desti nation



Enabling QoS Features on the Catalyst 5000 Family of
Switches

QoS must be globally enabled on the Catalyst 5000 Family of switches before the switch enacts
on classification, marking, and output scheduling configurations. To enable QoS on the Catalyst
5000 Family of switches, enter the following command:

set qos {enable | disable}

Example 4-3 illustrates a user enabling QoS on a Catalyst 5000 Switch.

Example 4-3. Enabling QoS Features on a Catalyst 5000 Switch

Consol e> (enabl e) set qos enable

QoS i s enabl ed.



Input Scheduling

Similar to other access layer switches, the Catalyst 5000 Family of switches performs only FIFO
queuing of ingress packets. Input scheduling is not supported, but this does not pose a
significant issue if traffic does not exceed the backplane bandwidth. Backplane bandwidth
depends on the chassis model and supervisor engine. All Supervisor | and Il Engines utilize a
single 1.2-Gbps system bus for the backplane architecture. The Supervisor 11l Engines utilize
three 1.2-Gbps system buses for total of 3.6-Gbps bandwidth in a three-system bus chassis for
the backplane architecture. The three-system bus chassis encompass the 5505, 5500, and 5509
models.

The three system buses on the 5505, 5500, and 5509 chassis aggregate at the supervisor
engine. The supervisor engine is responsible for moving traffic between the three buses. All
Ethernet line cards except the three-port, WS-X5403, and nine-port Gigabit Ethernet modules
utilize a single bus connector. With the exception of the WS-X5403 and WS-X5410, all line cards
attach to the first bus connector in a slot. The WS-X5403 attaches a single front-panel Gigabit
Ethernet port to each bus connector on the backplane, whereas the WS-X5410 distributes traffic
from all nine front-panel Gigabit ports to the three bus connectors on the backplane. The switch
references the three buses as bus A, B, and C, respectively.

To distribute traffic across the buses for single bus connecting line cards, each chassis employs a
different bus connector layout per slot. In this manner, the switch distributes traffic on a line
card basis by placing the three backplane bus connectors in a different order depending on a
chassis slot. In a Catalyst 5505 chassis, for instance, the first bus connector in slot 3 is A,
whereas slots 4 and 5 utilize B and C, respectively, as the first bus connector. Placing three
single bus line cards in slots 3 to 5 results in traffic from each line card occupying a different 1.2-
Gbps system bus. Tables 4-3 to 4-6 illustrate the bus layout for each of the Catalyst 5000 Family
of switches chassis.

Table 4-3. Catalyst 5000 Chassis Bus Layout

Slot Backplane Connector
1 A

2

3 A

4 A

5 A

Table 4-4. Catalyst 5505 Chassis Bus Layout



Slot Backplane Connector
1 ABC
2 ABC
3 ABC
4 BAC
5 CBA

Table 4-5. Catalyst 5509 Chassis Bus Layout

Slot Backplane Connector
ABC
ABC
ABC
ABC
BAC
BAC
BAC
CBA
CBA
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Table 4-6. Catalyst 5500 (13-Slot) Chassis Bus Layout

Slot Backplane Connector
ABC

ABC

ABC

ABC

BAC

B

B

B

B or ATM
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=
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C or ATM

=
=

C or ATM




12 C or ATM

13 Reserved for ATM switch processor

The Catalyst 5500 chassis utilizes slots 9 through 12 for ATM or Ethernet line modules. This
chassis only supports an ATM switch process in slot 13 and does not accept an Ethernet line
module in this slot.

In addition to referencing the system architecture, use the whichbus {mod/port} command to
determine which bus a line module utilizes.

Example 4-4 illustrates a user enabling the whichbus {mod/port} command.

Example 4-4. Example of Using the whichbus Command

Consol e> (enabl e) whichbus 4/1

B

Because the Catalyst 5000 Family of switches does not support input scheduling, maintaining
backplane utilization within the 1.2 Gbps per system bus is important when implementing a QoS
architecture. When oversubscribing the system bus, the switch tail drops frames from front-
panel ports. Therefore, to avoid the arbitrary tail dropping of frames, do not oversubscribe the
bus. Use the show traffic command to view the current and peak loads on each system bus as
demonstrated in Example 4-5.

Example 4-5. Sample Output of the show traffic Command

Consol e> (enable) show traffic

Threshol d: 100%

Swi tching-Bus Traffic Peak Peak-Tine

A 3% 10% Sun Mar 30 2002, 09:52:14

B 5% 11% Sun Mar 30 2002, 09:52:14

C 17% 63% Sun Mar 30 2002, 09:52:14



Use the show system command to view the collective utilization of all three buses. Example 4-6
displays sample output of the show system command.

Example 4-6. Sample Output of the show system Command

Consol e> (enabl e) show system

(text deleted)

Modem Baud Traffic Peak Peak-Ti ne

di sabl e 9600 7% 13% Sun Mar 30 2002, 09:52:14

(text deleted)

As a generally accepted practice when using the Catalyst 5000 Family of switches, avoid utilizing
more than 50 percent of a system bus's bandwidth. For networks requiring more bandwidth, use
the Catalyst 3550 Family of switches, the Catalyst 4000 10S Family of switches, or the Catalyst
6500 Family of switches.

For more information regarding the system architecture of the Catalyst 5000 Family of switches,
refer to the following technical documents at Cisco.com:
e "Hardware Troubleshooting for Catalyst 5500/5000/2926G/2926 Series Switches"
Document ID: 18810

e "Preparing to Troubleshoot Hardware for Catalyst 5500/5000/2926G/2926 Series Switches"
Document ID: 18826



Classification and Marking

The Catalyst 5000 Family of switches bases classification solely on Layer 2 CoS values. Although tfr
rewrite Layer 3 IP precedence values in specific configurations, the switch does not use ToS values
precedence values or DSCP values to make any QoS classification, marking, or congestion avoidan
With regard to classification, the Catalyst 5000 Family of switches is similar to the Catalyst 4000 C
of switches and the Catalyst 2900XL and 3500XL switches.

Classification and Marking of Untagged Frames Based on Ingress Port

The Catalyst 5000 switch does not support any port-level rewriting of DSCP or ToS values, the swit
rewrites the ingress frames' CoS value and does not alter the DSCP or ToS bits even on untrusted |
respect, the Catalyst 5000 Family of switches, by default, does not trust CoS values but always tru
ToS values. Nevertheless, the Catalyst 5000 Family of switches can reclassify and mark untagged f
specific CoS value similar to the Catalyst 2900XL and 3500XL switches on line modules that suppot
features as indicated in Table 4-2. The switch must transmit the frame with a dotlq tag or Inter-Sy
(ISL) header for the respective CoS value to be present on egress. Use the following command to ¢
port to classify untagged ingress frames with a specific CoS value:

set port qgosnmod/ portscoscos_val ue

cos_value represents the overriding CoS value. To clear the configuration, use the clear port gos-
cos command. Example 4-7 illustrates a user configuring a switch port to classify untagged ingres:
a specific CoS value and then clearing the configuration.

Example 4-7. User Configuring Port to Classify Untagged Frames with Sp
Value

Consol e> (enable) set port gos 3/1 cos 5

Port 3/1 qos cos set to 5

Consol e> (enable) clear port qos 3/1 cos

Port 3/1 gos cos setting cleared.



No options exist on the Catalyst 5000 Family of switches for trusting CoS, trusting DSCP, or trustin
precedence.

Classification of Tagged Frames Based on Ingress Port

The Catalyst 5000 Family of switches trusts ISL- or dotlg-tagged frames' CoS value by default anc
support reclassification or marking of tagged frames based on port configuration.

Classification and Marking Based on Destination VLAN and MAC

The Catalyst 5000 Family of switches supports rewriting the CoS value of selected destination MAC
VLAN basis. For a CoS value to be present on the egress frame, the switch must transmit the framse
dotlq tag or ISL header on a port configured for trunking. Figure 4-2 illustrates an example of usir
classification and marking based on destination VLAN and MAC. In this example, a Workstation 1 it
traffic to Workstations 2 and 3 with a CoS value of 0. The configuration applied to the switch mark:
destined for MAC address 0001.4200.0005 with a CoS value of 5. The marking subsequently also e
scheduling for the frames.

Figure 4-2. Topology lllustrating Classification and Marking Based on De
MAC Address and VLAN
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Use the following command to configure marking based on a destination MAC address on a VLAN b

set gos mac-cosdest MAC addr VLAN cos_val ue



The parameters for this command are defined as follows:

e dest MAC_addr represents the destination MAC address.
e VLAN represents the VLAN ID where the destination MAC address resides.
e cos_value symbolizes the CoS value to write on the frame.

Example 4-8 illustrates a user configuring classification and marking based on the destination MAC
using the topology in Figure 4-2.

Example 4-8. User Configuring Classification and Marking Based on the
Destination MAC Address and VLAN

Consol e> (enabl e) set qos nac-cos 00-01-42-00-00-05 5 4

CoS 4 is assigned to 00-01-42-00-00-05 vlan 5.

Classification and marking based on destination MAC address and VLAN does not scale in large top
requires knowledge and continuous updates to MAC addresses. The preferable methods of classific:
marking are to utilize ingress port configuration or ACEs. The next section discusses classification &
based on ACEs.

Classification and Marking Based on ACE

Classification and marking based on ACE provides a method of classifying and marking IP version ¢
traffic crossing a routed boundary. Traffic crossing a routed boundary always passes through a rou
capable of routing in hardware. The Catalyst 5000 Family of switches may use an RSFC or RSM for
functionality; however, any IP router supporting MLS is sufficient. Classification and marking basec
supports the following ACE options:

IP source address(es)

IP destination address(es)

UDP, TCP, or both protocols

TCP/UDP source port(s)
e TCP/UDP destination port(s)

When ACE-based classification occurs, the switch marks the IP precedence bits in the IP header to
CoS value. This behavior differs completely from newer platforms, such as the Catalyst 4000 IOS F
switches. Later chapters discuss the differences in classification and marking behavior of the newer
In addition, ACE-based marking rewrites CoS values written by the ingress port configuration or th
and VLAN-based classification and marking configuration. CoS-to-IP precedence mapping or any o1
table is not configurable.



Furthermore, classification and marking based on ACE behaves differently depending on the MLS ¢
In brief, without MLS enabled, the switch carries out ACE-based classification on all traffic. With Ml
the switch executes ACE-based classification only on MLS-switched traffic. The following sections pi
details on this subject.

MLS Fundamentals

As discussed in the "Catalyst 5000 Family of Switches QoS Architectural Overview" section of this c
enabling MLS allows the supervisor engine to perform Layer 2 rewrites of routed packets. Layer 2 t
include rewriting the source and destination MAC addresses and writing a recalculated cyclic redun
(CRC). Because the source and destination MAC address changes during Layer 3 rewrites, the switc
recalculate the CRC for these new MAC addresses. The switch learns Layer 2 rewrite information fri
router via an MLS protocol. Figure 4-3 illustrates the fundamentals behind MLS.

Figure 4-3. Logical Representation of Creating MLS Flow
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InFigure 4-3, when Workstation A sends a packet to Workstation B, Workstation A sends the packe
default gateway. In Figure 4-3, the default gateway is the RSM. The switch (MLS-SE) recognizes tr
an MLS candidate packet because the destination MAC address matches the MAC address of the ML
(MLS-RP). As a result, the switch creates a candidate entry for this flow. Next, the router accepts tl
from Workstation A, rewrites the Layer 2 destination MAC address and CRC, and forwards the pack
Workstation B. The switch refers to the routed packet from the RSM as the enabler packet. The swi
seeing both the candidate and enabler packets, creates an MLS entry in hardware so that the switc
and forwards all future packets matching this flow. The MLS Switched Packet arrow in Figure 4-3 ir
flow. For more details and examples on the MLS architecture, consult the following technical docun
Cisco.com:

"Troubleshooting IP MultiLayer Switching" Document ID: 10554

When using the MLS feature on the Catalyst 5000 Family of switches in conjunction with QoS classi
marking based on ACEs, classification and marking only occurs on MLS-switched packets. This limi
presents the following important caveats.

¢ MLS-RP must see both the candidate and enabler packets to create a flow.



e Candidate and enabler packets are not subject to classification or marking based on ACEs.
e The switch removes MLS entries when the MAC Aging-time expires; therefore, flows must be !

e Packets with a destination network via a WAN port adapter on an RSM module are not subjec
classification and marking based on ACEs.

e MLS ages entries based on an absolute timer; when flows age, the switch must relearn the en
candidate and enabler packets.

e |P routing table changes cause all MLS entries to purge.
As a result of these limitations, a QoS implementation with ACE-based marking and MLS enabled c
yields packets without the ACE-based classification and marking. For networks requiring strict appl

ACE-based classification and marking, disable MLS. Disabling MLS may have side effects, such as &
utilization on the MLS-RP. As a result, disabling MLS needs careful consideration and planning.

Configuring ACE-Based Classification and Marking

The switch determines which packets are destined for a router by the destination MAC address. As
switch requires knowledge of the destination MAC of the router before any ACE-based classificatior
marking occurs. Use the following commands to configure and verify the destination router MAC fo
classification and marking, respectively:

set qos router-macMAC addr vl an

show qos router-mac [ MAC addr | vl an]

Configure multiple router MAC addresses for ACE-based classification and marking on multiple VLA
routers.Example 4-9 illustrates a user configuring and verifying a Catalyst 5000 switch for the rout
address on multiple VLANSs.

Example 4-9. User Configuring and Verifying Router MAC Address for ML.

Consol e> (enabl e) set qos router-mac 00-30-f2-c8-8e-dc 4

Router MAC/VIan is set for QoS.

Consol e> (enable) set qos router-mac 00-30-f2-c8-8e-dc 5



Router MAC/ VI an is set for QoS.

Consol e> (enabl e) show qos router-nac
Nunmber MAC addr ess Vlan #
1 00-30-f2-c8-8e-dc 4

2 00-30-f2-c8-8e-dc 5

ACEs used for classification and marking utilize several options. Use the following configuration cor
configure an ACE based solely on source and destination IP address and mask:

set qos ip-filtercos src_|P_addr_spec dest_|P_addr_spec

cos represents the CoS value that the switch writes to frames matching the ACE. src_IP_addr_spec
the source IP address(es) and mask of the ACE, whereas dest_IP_addr_spec represents the destine
address(es) and mask. The keyword any is optional for specifying all IP addresses, and the keywol
represents an IP address for a single entry, (that is, 255.255.255.255 mask). Enter the host keyw
entering the IP address. Example 4-10 illustrates two example ACE entries using the host and any
respectively.

Example 4-10. ACE Example Using host and any Keywords

Consol e> (enable) set qos ip-filter 5 any host 10.10.10.10

qos ip-filter is set successfully.

Consol e> (enable) set qos ip-filter 5 192.168.1.0 255.255.255.0 any

qos ip-filter is set successfully.



Use the following command structure for specific TCP and UDP ports for an ACE:

set qos ip-filtercos {tcp | udp | any}src_|P_addr_spec src_port dest_I|P_addr_spec

"™lest _port src_|P_addr_spec/dest | P_addr

Theany keyword proceeding the CoS value is available to specify the ACE for both TCP and UDP pr
Example 4-11 illustrates several examples of using ACEs with TCP and UDP port number reference:

Example 4-11. ACE Example Using TCP and UDP Ports

Consol e> (enable) set qos ip-filter 5 UDP any 30000 any 30000
Warning: This command will only apply to Unicast addresses.

qos ip-filter is set successfully.
Consol e> (enable) set qos ip-filter 4 TCP 192.168.100.0 255.255.255.0 16000 192.16
= 55. 255. 255. 0 16000

qos ip-filter is set successfully.

Consol e> (enable) set qos ip-filter 6 any host 10.1.1.1 50000 host 10.1.1.2 50000

qos ip-filter is set successfully.

Use the following command to view the current configured ACEs on the switch:



show qos ip

Example 4-12 illustrates an example of using the show gos ip command.

Example 4-12. Example Output from the show qos ip Command

Consol e> (enabl e) show qos ip
There are 3 IP filter(s).

ACE# Src | P and Mask Dest | P and Mask

1 any host 10.10.10. 10

Protocol Src Port Dst Port CoS

2 192.168. 1.0 255.255.255.0 any

Protocol Src Port Dst Port CoS

3 any any

Protocol Src Port Dst Port CoS



udp 30000 30000 5

4 192.168.100.0 255.255.255.0 192. 168. 101. 0 255. 255. 255. 0

Protocol Src Port Dst Port CoS

tcp 16000 16000 4

5 host 10.1.1.1 host 10.1.1.2

Protocol Src Port Dst Port CoS

any 50000 50000 6

The switch executes ACE entries in order, the same as access-control lists in Cisco 10S Software. A
may be necessary to rearrange the order of the ACE entries. Use the following suffixes to the set g
command to place ACE entries in the configuration in a specific order:

[ bef or eACE# | nodi f yACE#]

Example 4-13 illustrates a user determining the existing ACE order, placing an ACE entry in a spec
and verifying the configuration.



Example 4-13. Placing ACE Entries in Specific Order

Consol e> (enabl e) show qos ip
There are 3 IP filter(s).

ACE# Src | P and Mask Dest | P and Mask

1 any host 10.10.10. 10

Protocol Src Port Dst Port CoS

2 192.168. 1.0 255.255.255.0 any

Protocol Src Port Dst Port CoS

3 any any

Protocol Src Port Dst Port CoS

udp 30000 30000 5

4 192.168.100. 0 255.255.255.0 192.168. 101. 0 255. 255. 255.0



Protocol Src Port Dst Port CoS

tcp 16000 16000 4

5 host 10.1.1.1 host 10.1.1.2

Protocol Src Port Dst Port CoS

any 50000 50000 6

Consol e> (enable) set qos ip-filter 3 192.168.20.0 0.0.0.255 192.168.21.0 0.0.0.25

Consol e> (enabl e) show qos ip
There are 5 IP filter(s).

ACE# Src | P and Mask Dest | P and Mask

1 any host 10.10.10. 10

Protocol Src Port Dst Port CoS

2 192.168.1.0 255.255.255.0 any

Protocol Src Port Dst Port CoS



any 0 0 5

192. 168. 20. 0 0. 0. 0. 255 192.168.21.0 0.0.0. 255

Protocol Src Port Dst Port CoS

any any

Protocol Src Port Dst Port CoS

udp 30000 30000 5

192. 168. 100. 0 255. 255. 255. 0 192. 168. 101. 0 255. 255. 255. 0

Protocol Src Port Dst Port CoS

tcp 16000 16000 4

host 10.1.1.1 host 10.1.1.2

Protocol Src Port Dst Port CoS



any 50000 50000 6

Use the following commands to clear ACE entries:

clear qos ip-filterace_num

clear qos ip-filter all

Extended Trust Option

The Catalyst 5000 Family of switches supports instructing an attached appliance of extended trust
theCisco Discovery Protocol (CDP). CDP is a Layer 2 protocol used to inform Cisco devices of each ¢
parameters such as IP address, system name, Native VLAN, and egress port. Chapter 2, "End-to-E
Quality of Service at Layer 3 and Layer 2," in the "Voice VLANs and Extended Trust" section discuss
concept of extended trust. The following commands configure the extended trust options for a Cata
switch:

set port qosnod/ portscos-extcos_val ue

set port qosnod/portstrust-ext [trust-cos | untrusted]

cos_value represents the requested reclassification CoS value sent to the attached appliance via CL
trust-cos option requests the attached appliance to trust ingress CoS values on frames, whereas
signifies the appliance to not trust the CoS value in ingress frames and rewrite any ingress CoS val
The most common appliance is the Cisco IP Phone.

Although the Catalyst 5000 Family of switches supports extended trust parameters in CDP messag
attached appliances and auxiliary (voice) VLANS, it does not support the ability to provide power o



cabling infrastructure to power Cisco IP Phones or other appliances. For example, if you are using 1
5000 Family of switches to apply extended trust parameters in CDP messages to a Cisco IP Phone,
power outlet for the phone rather than relying on inline power.



Congestion Avoidance

The Catalyst 5000 Family of switches achieves congestion avoidance through the use of queue
management on certain line modules based on CoS values. No support for output scheduling or
queuing based on DSCP or IP precedence values exists for the Catalyst 5000 Family of switches. Tt
two uplink modules and three line modules described in Table 4-2 represent the only line modules
support output scheduling. All other line modules only utilize a single transmit queue, and the
transmit queue tail drops all frames when exhausting buffer queue space.

The uplink modules and line modules in Table 4-2 utilize a single transmit queue with four
configurable transmit queue drop thresholds, 1q4t, to achieve congestion avoidance. The switch
drops packets with specific CoS values when the transmit buffer reaches specific thresholds. The Cc
values assigned to each threshold are configurable. This method of congestion avoidance delivers
Weighted Random Early Detection (WRED) for a single queue. Chapter 1, "Quality of Service: An
Overview," discussed WRED in more detail.

For example, Table 4-7 describes the default behavior of congestion management on the Catalyst
5000 Family of switches.

Table 4-7. Default Output Scheduling Behavior of Ports Supporting 194
Transmit Queue

Threshold No. Threshold of Transmit Queue Buffer CoS Values
1 30% Full Oand 1
2 50% Full 2 and 3
3 80% Full 4 and 5
4 100% Full 6 and 7

Use the following command to configure the CoS values that map to a specific threshold number:

set qos nmapport _type g# threshol d#coscos_|i st

port_type is always 1q4t and g# is always 1 on the Catalyst 5000 Family of switches. The
threshold# represents one of four thresholds used for CoS value mapping. After making
configuration changes to the transmit queue, use the following commands to verify the configuratic



changes:

show gos info <runtine |

config> <nod/ port>

show gos info configport_type tx

Example 4-14 illustrates a user configuring and verifying the QoS threshold number to CoS mappir
Only module 3 of this chassis supports QoS features; and therefore, the switch warns that QoS is n
supported on modules 1, 2, 4, and 15.

Example 4-14. User Configuring and Verifying QoS Threshold to CoS

Mapping

Consol e> (enable) set qos nmap 1g4t 1 1 cos 0-2

QS is not supported on
QS is not supported on
QS is not supported on

QS is not supported on

nodul e 1.

nodul e 2.

nodul e 4.

nmodul e 15.

Qos tx priority queue and threshold mapped to cos successfully.

Consol e> (enable) set qos map 1g4t 1 2 cos 4

QS is not supported on
QS is not supported on
QS is not supported on

QS is not supported on

nodul e 1.

nodul e 2.

nodul e 4.

nmodul e 15.

Qos tx priority queue and threshold mapped to cos successfully.



Consol e> (enabl e) show qos info config 194t tx
QoS setting in NVRAM for 1g4t transmt:

QS is enabl ed

Queue and Threshol d Mappi ng:

Queue Threshold CoS

1 1 012
1 2 34
1 3 5

1 4 6 7

Queue # Threshol ds - percentage

1 20% 40% 50% 100%

The threshold's values are also configurable on a global basis. Use the following command to
configure the threshold percentage drop values:

set gqos w ed-threshol dport_typetx queueqg# threshol d_percentage_val ues

As with all Catalyst 5000 QoS commands, port_type is always 1q4t and g# is always 1.
threshold_percentage_values represents the four threshold drop values. Example 4-15 illustrates a
user configuring the threshold drop values.

Example 4-15. User Configuring Drop Thresholds for Transmit Queues

Consol e> (enable) set qos wed-threshold 194t tx queue 1 20 30 40 95



WRED t hreshol ds for queue 1 set to 20 and 30 and 40 and 95 on all WRED-capable 1q

ports.

To view the number of packets dropped per threshold number, use the following command:

show qos statisticsmd_num port_num

Example 4-16 illustrates the use of the show qos statistics command.

Example 4-16. User Displaying the Number of Dropped Packet per
Threshold Number

Consol e> (enabl e) show qos statistics 3/24
On Transmit: Port 3/24 has 1 Queue(s) 4 Threshol d(s)

Q # Threshold #: Packets dropped

1 1: 59378 pkts, 2:14 pkts, 3:7 pkts, 4:8 pkts

For IP telephony networks, a CoS value of 5 generally represents VolP traffic. As a result, the desir
behavior is to never drop VolP traffic unless the output buffer queue is full. As a result, use the
following best practice configuration for switch ports connected to IP telephony devices, such as
Cisco IP Phones:

Example 4-17. Best Practice Output Scheduling Configuration for IP
Telephony Networks



Consol e> (enabl e) show config

This command shows non-default configurations only.

Use 'show config all' to show both default and non-default configurations.
(text del eted)

!

#qos

set gos enable

set qos map 194t 1 1 cos 2

set qos map 194t 1 2 cos 4

set gos wred-threshold 1g4t tx queue 1 20 30 100 100

(text del eted)

end

Consol e> (enabl e) show qos info config 194t tx
QS setting in NVRAM for 1g4t transmt:

QS is enabl ed

Queue and Threshol d Mappi ng:

Queue Threshold CoS

1 1 012
1 2 34

1 3 5

1 4 6 7

Queue # Threshol ds - percentage

1 20% 30% 100% 100%



The configuration in Example 4-17 assigns traffic with CoS values of 5 to threshold #3. In this
manner, the switch drops traffic for CoS values 5, 6, and 7 only when the output buffer is full. In
addition, the switch aggressively drops low-priority traffic for CoS values O to 4 when the queue is
20 percent to 30 percent full to avoid output buffer full conditions from ever occurring.



Case Study

Figure 4-4 illustrates a network that consists of two Catalyst 5000 switches implementing
several QoS features to differentiate service in network.

Figure 4-4. Case Study Topology
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A time-sensitive application using the Systems Network Architecture (SNA) protocols exists in
the network depicted in Figure 4-4. In this topology, the application handles banking
transactions. The client and servers send only untagged frames. To classify frames accordingly,
the Switch-1 configuration consists of classification based on ingress port. This configuration is
illustrated by the set port qos command in Example 4-17.

Furthermore, a telephony gateway exists in the network. The telephony gateway sends keepalive
packets to other telephony devices across VLAN boundaries to the core of the network. The
telephony gateway transmits all keepalives with UDP source and destination ports of 25000. The
telephony gateway does not tag the frames, and as a result does not apply a CoS value to
transmitted frames. To classify the frames appropriately, both Catalyst 5500 switches use ACL-
based classification and marking to set the CoS value of frames matching the signature of the
telephony keepalives. As a result, these switches only classify the keepalive frames and not
regular traffic. Example 4-17 illustrates this ACL-based classification configuration for Switch-1.

For appropriate congestion management of frames, the switch-to-switch connections and the
ports connecting the SNA servers and the telephony gateway all utilize WRED scheduling. The
WRED scheduling is nondefault to apply heavier weighted scheduling to packets with a CoS value
of 5. Example 4-18 shows this configuration for Switch-1.



Example 4-18. Case Study Configuration for Switch-1

Swi t ch> (enabl e) show config

This conmand shows non-default configurations only.
Use 'show config all' to show both default and non-default configurations.
(text deleted)

begi n

!

# ***** NON- DEFAULT CONFI GURATI ON *****

!

(text deleted)

!

#qos

set qos enabl e

set qos ip-filter 5 udp any 25000 any 25000

set gos map 1g4t 1 1 cos 2

set gos map 194t 1 2 cos 4

set gqos wed-threshold 194t tx queue 1 20 30 100 100

# default port status is enable

#nmodule 1 : 2-port 1000BaseX Supervisor |I11G
set vlian 5 1/1-2

set trunk 1/1 off negotiate 1-1005

set trunk 1/2 off negotiate 1-1005

!

#nmodul e 3 : 24-port 10/ 100BaseTX Et her net



set vlan 1 3/1

set vlan 2 3/2

set vlian 4 3/ 20- 24
set vlan 5 3/ 3-19

set port qos 3/20-21 cos 5

(text del eted)!

#modul e 15 : 1-port Route Switch Feature Card

#modul e 16 enpty

!

(text del eted)

!

#qos router-mc

set gos router-mac 00-30-f2-c8-8e-dc 5
set gos router-mac 00-30-f2-c8-8e-dc 4

end



Summary

The Catalyst 5000 Family of switches supports QoS with only specific Supervisors and line
modules. These switches support QoS features limited to classification of untagged frames,
marking based on ACEs, and output scheduling. These features classify frames solely on CoS
values. For most applications, DSCP classification is desirable. As a result, network designs
should not introduce the Catalyst 5000 Family of switches into a QoS end-to-end architecture;
instead, utilize the Catalyst 5000 Family of switches only in existing deployments. In summary,
the QoS feature support on the Catalyst 5000 Family of switches is as follows:

e QoS support requires one of the following Supervisors: Supervisor |11 with NFFC 11,
Supervisor 11G, or Supervisor I11G.

e QoS support requires traffic ingress and egress using the following line modules or uplink
modules: WS-X5234-RJ45, WS-X5236-FX-MT, WS-X5239-RJ21, WS-U5537-FETX, or WS-
U5538-FEFX-MMF.

e No support for input scheduling exists.

¢ Classification based on CoS only; no support for classification based on IP precedence or
DSCP.

e Marking of CoS and ToS supported with limitations with regard to MLS.
e CoS value determines ToS value for ACE-based marking.

e Congestion avoidance achieved via WRED using a 1g4t mechanism.

¢ Global mapping of CoS values to thresholds is configurable.

e Thresholds are configurable on a global basis.
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Chapter 5. Introduction to the Modular
QoS Command-Line Interface

Not long ago, a unique command-line interface (CLI) existed for every QoS mechanism. This
meant that if a user wanted to configure traffic shaping and congestion management, that user
had to learn two totally different CLI structures. This made being proficient in the configuration
of all available QoS mechanisms quite a challenge. Fortunately, Cisco 10S now has a better
method for configuring the components of QoS. This new method is called the Modular QoSCLI

(MQC).

This chapter covers the following aspects of MQC:

MQC features and concepts

Class maps

Policy maps

Servic policies



MQC Background, Terms, and Concepts

The MQC was originally introduced to support the configuration of Class-Based Weighted Fair
Queuing (CBWFQ), but has now been expanded to include support for the configuration of nearly
every QoS component. Although this list is not comprehensive, some of the QoS components
that can be configured via the MQC include the following:

e Traffic classification

e Traffic marking

e Congestion management

¢ Congestion avoidance

e Traffic conditioning

e Header compression

The fact that so many different components of QoS can be configured via the MQC, and the fact
that each of the components previously listed has several possible mechanisms, makes the MQC
one of the most versatile parts of Cisco 10S. When discussing technology, versatility usually
means complexity, which is one of the amazing things about the MQC. The MQC was specifically
designed to reduce configuration complexity and provide versatility.

The simplicity of configuration is made possible through the use of a common configuration
structure for all QoS components within the MQC. That is, the basic configuration steps for
configuring all QoS mechanisms is the same, with only small variations in the configuration that
are specific to the actual mechanism. You can configure all the mechanisms through a three-step
process:

Step 1. Class map configuration
Step 2. Policy map configuration
Step 3. Service policy application

This chapter describes each step in the configuration process, as well as the configuration
options, and also provides examples of MQC commands.



Step 1: The Class Map

The first step for configuring any QoS mechanism in the MQC is the configuration of a class-map.
Simply stated, the class map defines which traffic you want the router to match. This is the
fundamental step that allows the router to differentiate one traffic type from another. This is
traffic classification, and without classification there can be no QoS.

To differentiate traffic, it is possible to match on one traffic characteristic or multiple
characteristics. If you need to differentiate between traffic from 10.1.1.1 and traffic from
10.1.1.2, for example, the source IP address is the only characteristic that you need to
configure. If you have multiple traffic streams from 10.1.1.1 and need to differentiate between
those, however, as well as differentiate between multiple streams from 10.1.1.2, you probably
need to classify traffic based on multiple criteria, such as TCP or UDP port.

A possible scenario in which this would come into play might be server 10.1.1.1 that serves
production HTTP and FTP to the Accounting department, and server 10.1.1.2 that serves
nonproduction HTTP and FTP to the IT group that develops applications for the Accounting
department. Understanding that production traffic is the top priority, the development group
needs their traffic to have a minimum bandwidth guarantee to enable that group to properly test
a new HTTP application before delivering it to the Accounting department for production use.
This means that there will be QoS requirements for all traffic from 10.1.1.1 and some traffic from
10.1.1.2. As such, just matching by IP address does not suffice. In this case, there is a
requirement to match on multiple characteristics.

Configuring the Class Map

When matching on multiple characteristics, two options exist for creating the class map: match-
any and match-all, as demonstrated in Example 5-1.

Example 5-1. Class Map Options

R1(confi g) #cl ass-map ?
WORD cl ass-map nane
match-all Logical-AND all matching statenents under this classmap

mat ch-any Logical-OR all matching statenents under this classmap

Thematch-any option is a logical OR operation, in which only one of the match conditions
must be met for a packet to belong to a specific class. The match-all option is a logical OR
operation, in which all match criteria must be met for a packet to belong to a specific class. You
must choose one of these options before you configure the remaining class map parameters.

This section discusses the various configuration parameters for the class map, followed by a
configuration example. The distinction between match-any and match-all is discussed as part



of the configuration example later in this chapter.

In the examples that follow, the match-all parameter is used.

Rl(config)#cl ass-nap nmatch-all ?

WORD cl ass-nap nane

Next it is necessary to provide a name for the class map. For this example, the class map is
named HTTP.

R1(config)#cl ass-nmap nmatch-all HTTP

R1(confi g-cmap) #

Notice that this router is now in config-cmap, which is class map configuration mode. The class
map has now been created, but it does not have any information about which traffic it should
pay attention to. There are, however, a few options within the class map other than which traffic
to match, as the output in Example 5-2 demonstrates.

Example 5-2. Additional Class Map Options

R1(confi g- cmap) #?
QS cl ass-map configuration conmands:
description C ass-Map description
exit Exit from QoS cl ass-map configuration node

mat ch classification criteria



no Negate or set default values of a comuand

rename Renanme this cl ass-map

It is possible, and highly recommended, to enter a description of the class map, using the
description command. Use this in the same way that you would use the description command
on an interface, and with the understanding that it has no actual impact on traffic. It is also
possible to rename this class map, without losing the configuration of the class map. For
example, if you decide that just calling the class HTTP is ambiguous, and decide that you want
the class to be called ACCOUNTING-HTTP, you can change the name without destroying the
configuration. This command was not always available, and it is a very convenient addition to
the MQC.

R1(confi g- cmap) #r enane ?

WORD new cl ass-map namne

The major function of the class map, however, is to match traffic. As such, the match argument
has quite a few options. As with any software package, new features are constantly being added
to Cisco 10S Software, so the list is constantly expanded. Example 5-3 shows a sample of the
commands available.

Example 5-3. Options for the match Command

R1(confi g- cmap) #match ?

access-group Access group

any Any packets

cl ass-map Cl ass map

cos | EEE 802.1Q I SL cl ass of service/user priority val ues

destinati on-address Destination address

fr-de Mat ch on Frame-relay DE bit



input-interface Sel ect an input interface to match

ip I P specific val ues

mpl s Mul ti Protocol Label Switching specific val ues
not Negate this match result

pr ot ocol Pr ot ocol

gos- group Qos-group

sour ce- addr ess Sour ce address

Within some of these match possibilities are additional match options. An example of that is the
match ip option shown in Example 5-4.

Example 5-4. Class Map match Option

R1(config-cmap) #match ip ?
dscp Match I P DSCP (DiffServ CodePoints)
precedence WMatch | P precedence

rtp Mat ch RTP port nos

You can view a list of the available options by using the interactive help menu.

Class Map Options: A Closer Look

The values on which the class map can be configured to match are explained in the previous
output, but this list provides more detailed explanations of some of these options:

e access-group— Allows the configuration of an access-control list (ACL) and the matching
of the criteria defined within that ACL.

e any— Allows for the matching of all packets. This option is typically used in a last-resort
class, where the intention is to have all traffic not classified elsewhere put into a given
class. This can also be used effectively with the not keyword, which is explained later in
this list.

e class-map— This is the only way to combine the functions of the match-any and match-
all class maps into a single match. Suppose, for instance, that you want traffic that is from
either 10.1.1.1 or 10.1.1.2 and the destination IP address is 10.2.2.1 to match this class.



You could accomplish this by having a match-any class with an access-group statement
to match the source IP address of 10.1.1.1 (defined by an ACL) and an access-group
statement to match the source IP address of 10.1.1.2 (defined by another ACL). Then, a
match-all class would be configured with one condition being that it matches the first class
map and another condition being that it matches an ACL that defines the destination IP
address of 10.2.2.1. Example 5-5 shows the needed configuration.

Example 5-5. Combining match-any and match-all Options

Rout er (confi g) #cl ass- nap nat ch- any SOURCES

Rout er (confi g- cnap) #mat ch access-group 103

Rout er (confi g- cnap) #mat ch access-group 104

Rout er (confi g- cnap) #exi t

Rout er (confi g) #cl ass-map nmat ch-al | DESTI NATI ON

Rout er (confi g-cnap) #mat ch cl ass- map SOURCES

Rout er (confi g- cnap) #mat ch access-group 105

Rout er (confi g- cnap) #exi t

R1(confi g)#access-list 103 permt ip host 10.1.1.1 any
R1(confi g)#access-list 104 permt ip host 10.1.1.2 any

R1(confi g)#access-list 105 permt ip any host 10.2.2.1

cos— Allows for the matching of the Layer 2 class of service (CoS) value in either the
802.1Q or Inter-Switch Link (ISL) header.

destination-address— Don't be fooled, this is not for matching the destination IP address.
This allows matching of the destination MAC address.

fr-de— Allows for matching of packets that have the Frame Relay discard eligible (DE) bit
set.

input-interface— Allows for the matching of packets based on the interface through which
they entered the router. This is useful in an environment in which multiple remote sites are
connected via Frame Relay to a head-end router. In that environment, provided that point-
to-point Frame Relay with subinterfaces is configured, all traffic from a given remote site
can be matched based on the subinterface on which that traffic arrived.

ip— Allows for matching based on the IP-specific values previously listed (IP precedence,
DiffServ codepoint [DSCP], RTP port numbers).

mpls— Currently, this allows only for the matching of packets based on the multiprotocol



label switching (MPLS) experimental bits. The command has multiple levels to provide
flexibility for future matching of other MPLS-specific values.

not— This is a very useful option, which can be used with the match-any option in a
match-all class map to match all packets except those listed in the not criteria. For
example, you could match all packets (using match-any) and then configure a match not
statement for access group 101, which would match all packets not belonging to access
group 101.

protocol— Allows for the matching of certain predefined protocols. Network-based
application recognition (NBAR) is a new classification engine that can recognize a large
number of applications based on both static and dynamically assigned port numbers. On
routers that support NBAR, the list of protocols is extensive, as shown in Example 5-6.

Example 5-6. match protocol Possibilities Where NBAR Is
Supported

R1(confi g- cnap) #mat ch protocol ?

aarp Appl eTal k ARP

apol lo Apol | o Domai n

appl et al k Appl eTal k

arp | P ARP

bgp Bor der Gateway Protocol

bri dge Bri dgi ng

bstun Bl ock Serial Tunnel

cdp Ci sco Di scovery Protocol
citrix Citrix Traffic

clns | SO CLNS

clns_es | SO CLNS End System

clns_is | SO CLNS I nternedi ate System
cms I SO CWMNS

conpressedtcp Conpressed TCP

cuseene CU- SeeMe desktop video conference
custom 01 Cust om protocol custom 01

custom 02 Cust om protocol custom 02



cust om 03 Cust om prot ocol custom 03

custom 04 Cust om prot ocol custom 04
cust om 05 Cust om prot ocol custom 05
cust om 06 Cust om prot ocol custom 06
cust om 07 Cust om prot ocol custom 07
cust om 08 Cust om prot ocol custom 08
cust om 09 Cust om prot ocol custom 09
custom 10 Cust om prot ocol custom 10
decnet DECnet

decnet _node DECnet Node

decnet _router-11 DECnet Router L1

decnet _router-12 DECnet Router L2

dhcp Dynam ¢ Host Configuration

dl sw Data Link Swi tching

dns Domai n Nanme Server | ookup

egp Exterior Gateway Protocol

eigrp Enhanced Interior Gateway Routing Protocol
exchange MS- RPC f or Exchange

fasttrack Fast Track Traffic - KazZaA, Morpheus, G okster...
finger Fi nger

ftp File Transfer Protocol

gnutel |l a Ghutella Traffic - BearShare,LineWre, Ghutella...
gopher Gopher

gre Ceneric Routing Encapsul ation

http Wrld Wde Wb traffic

icnp Internet Control Message

i map I nternet Message Access Protocol

ip I P



ipinip

i psec

i px

irc

ker ber os
| 2t p

| dap
[1c2
napst er
net bi os
net show
nfs

nnt p

not es
novadi gm
nt p

pad

pcanywher e

pop3
pppoe
pptp
printer
gllc

rcnd

real audi o
rip

rsrb

rsvp

IPin IP (encapsul ation)

I P Security Protocol (ESP/AH)
Novel | | PX

I nternet Relay Chat

Ker ber os

L2F/ L2TP tunne

Li ght wei ght Directory Access Protoco

I'lc2

Napster Traffic

Net Bl OS

M crosoft Net show

Net work File System

Net wor k News Transfer Protoco
Lot us Not es(R)

Novadi gm EDM

Net wor k Ti me Protoco

PAD | i nks

Symant ec pc ANYWHERE

Post O fice Protocol

PPP over Et hernet

Poi nt -t o- Poi nt Tunnel i ng Protoco
print spooler/lpd

gl l ¢ protocol

BSD r-comands (rsh, rlogin, rexec)
Real Audi o stream ng protoco
Routing Information Protoco
Renot e Source- Route Bri dgi ng

Resource Reservation Protoco



secure-ftp
secure-http
secure-i map
secure-irc
secure-| dap
secure-nntp

secur e-pop3

secure-tel net

snt p
snapshot
snnp
socks

sql net
sql server
ssh

st r eamnor k
stun
sunrpc
sysl og

t el net
tftp
vdol i ve
Vi nes
vofr

Xns

XW ndows

On routers that do not support NBAR, the list is quite a bit smaller, as shown in Example 5-

FTP over TLS/ SSL

Secured HTTP

I nternet Message Access Protocol over TLS/ SSL

Internet Relay Chat over TLS/ SSL
Li ght wei ght Directory Access Protocol over
Net wor k News Transfer Protocol over TLS/ SSL
Post Office Protocol over TLS/ SSL
Tel net over TLS/ SSL

Sinple Mail Transfer Protoco
Snapshot routing support

Si npl e Networ k Managenment Protoco
SCOCKS

SQL*NET for Oracle

MS SQL Server

Secur ed Shel

Xi ng Technol ogy Streamiorks pl ayer
Serial Tunne

Sun RPC

System Logging Utility

Tel net

Trivial File Transfer Protocol
VDCLi ve stream ng video

Banyan VI NES

voi ce over Frame Rel ay packets

Xer ox Networ k Services

X- W ndows renpte access



IN

Example 5-7. match protocol Possibilities Where NBAR Is Not
Supported

R1(confi g- cmap) #mat ch prot ocol ?

aarp Appl eTal k ARP

apollo Apol | o Donai n

appl et al k Appl eTal k

arp I P ARP

bridge Bri dgi ng

bst un Bl ock Serial Tunnel

cdp Ci sco Di scovery Protocol
clns | SO CLNS

clns_es | SO CLNS End System
clns_is | SO CLNS I nternedi ate System
cmms | SO CWNS

conpr essedt cp Conpr essed TCP

decnet DECnet

decnet _node DECnet Node

decnet _router-11 DECnet Router L1

decnet _router-12 DECnet Router L2

dl sw Data Link Switching
ip I P

i pv6 | PV6

i px Novel | | PX

[1c2 [1c2

pad PAD | i nks

qllc gl l ¢ protocol



rsrb Renot e Sour ce- Route Bri dgi ng

snapshot Snapshot routing support

stun Serial Tunnel

Vi nes Banyan VI NES

vofr voi ce over Franme Rel ay packets
Xns Xer ox Networ k Services

e gqos-group— Allows for the matching of a packet based on its qos-group marking. QoS
groups are locally significant to a given router and are not carried with the packet once it
leaves the router. Further, QoS groups are not mathematically significant. That is, a packet
belonging to QoS Group 1 is no more, or less, important than a packet belonging to QoS
Group 2. Assigning a packet to a QoS group is fairly simple as Example 5-8 demonstrates.

Example 5-8. Assigning a Packet to a QoS Group

route-map set-qgos-group permt 10
mat ch community 3

set ip gos-group 30

e source-address— Again, don't be fooled by the name of this option. This is for matching
the source MAC address, not the source IP address.

Class Map Configuration Example

The most commonly used method is to match an ACL through the access-group option. Do not
be fooled by the options for matching source and destination address. Those options refer to the
MAC address; so if you want to match source or destination IP address, you will have to use an
ACL. In the Accounting department example given earlier in the chapter, both the source
address and a port number (either for HTTP or FTP) need to be matched. Because the class map
configuration does not provide the capability to do that directly, ACLs are required for each.
Example 5-9 shows traffic matching using ACLs.

Example 5-9. Using ACLs to Match Traffic

Rl(config)#access-list 101 permt tcp any any eq ww



R1(config)#access-list 102 permt tcp any any eq ftp
R1(config)#access-list 103 permt ip host 10.1.1.1 any

Rl(config)#access-list 104 permt ip host 10.1.1.2 any

ACL 101 matches all HTTP traffic; ACL 102 matches all FTP traffic (on port 20 only), ACL 103
matches all traffic from 10.1.1.1, and ACL 104 matches all traffic from 10.1.1.2. The trick now is
to combine the ACLs and class map configuration commands correctly, to achieve the desired
result.Example 5-10 shows the class map configuration for matching HTTP traffic from 10.1.1.1.

Example 5-10. Class Map Configuration for Matching HTTP Traffic from
a Specific Network

R1(config)#cl ass-nmap match-all HTTP
R1(confi g-cmap) #mat ch access-group 101

R1(confi g-cmap) #mat ch access-group 103

This is where the difference between match-any and match-all comes into play. As highlighted
earlier in the chapter, match-any is a logical OR operation, meaning if access group 101 or
access group 103 are a match, the traffic belongs to this class. In this case, that would not be
the desired behavior, because the intent is to match only traffic that matches both ACLs. That
behavior is accomplished through the use of a class-map match-all, which is a logical AND
operation. That means that access group 101 and access group 103 must be match for the traffic
to belong to this class.

You can verify the configured class map with the show class-map command, as demonstrated
inExample 5-11.

Example 5-11. Verifying the Class Map

Rl#show cl ass- map
Class Map match-all HTTP (id 2)
Mat ch access-group 101

Mat ch access-group 103



Cl ass Map match-any cl ass-default (id 0)

Mat ch any

The output from show class-map displays all the configured classes (in this case, there is only
one), whether classes are a match-any or a match-all class, what the name of each class is,
and which traffic belongs in those classes. Overall, this is a very useful command.

Also notice the class-default, which is automatically created whenever any other class is
created. The purpose of class-default is to give all traffic that does not belong to any other
class a place to go.

The ID numbers that are given in parentheses next to each class cannot be changed and have no
meaning, other than to assist Cisco 10S Software in keeping the classes organized.

Going back to the Accounting department example, a total of four classes are needed: one to
match HTTP traffic from 10.1.1.1, one to match FTP traffic from 10.1.1.1, one to match HTTP
traffic from 10.1.1.2, and one to match FTP traffic from 10.1.1.2. Example 5-12 shows the
complete configuration of the classes. Notice that the classes have been renamed for clarity.

Example 5-12. Displaying the Class Configuration

Rl#show cl ass- map
Cl ass Map match-any cl ass-default (id 0)

Mat ch any

Class Map match-all ACCOUNTI NG HTTP (id 2)
Mat ch access-group 101

Mat ch access-group 103

Class Map match-all DEVELOPMENT-FTP (id 5)
Mat ch access-group 102

Mat ch access-group 104

Class Map match-all DEVELOPMENT-HTTP (id 4)

Mat ch access-group 101



Mat ch access-group 104

Class Map match-all ACCOUNTI NG FTP (id 3)
Mat ch access-group 102

Mat ch access-group 103

Now all four of the traffic source/type pairs that were presented earlier in the chapter have been
classified, allowing for differentiated treatment to be given to each.



Step 2: The Policy Map

The function of the class map is only to identify traffic, based on the characteristics given within
the class map; the actual treatment of that traffic is specified in a policy map. As discussed
earlier in the chapter, many different QoS mechanisms can be configured via the MQC, so the
policy map has quite a few options. Note that, on switching platforms, not all of these options
are supported in hardware. Switching platforms, such as the Catalyst 6500, may support some
options in software. For performance reasons, you should not configure policies that are not
supported in hardware unless absolutely necessary, because there could be a severe
performance penalty for doing so. Cisco constantly adds new hardware support for features and
the hardware support is different for different hardware (such as, PFC1 versus PFC2). As such,
you should always check the hardware support for these actions before configuring them. NBAR
was discussed earlier in this chapter and is a good example of something that was not supported
in hardware on the 6500 at the time of this writing.

Configuring the Policy Map

Like the class map, the policy map is configured from the global configuration mode in Cisco 10S
Software and requires a name.

R1(config)#policy-map ?

WORD policy-map nane

R1(confi g)#policy-map ACCOUNTI NG POLI CY

R1(confi g- pmap) #

The policy map ACCOUNTING-POLICY is now configured, and the router automatically moves
into policy map configuration mode, as indicated by the config-pmap in the router's prompt. This
configuration mode allows for the configuration of the specific policy map that was created and
has several options, as demonstrated in Example 5-13.

Example 5-13. Policy Map Options



R1(confi g- pmap) #7?
QoS policy-map configuration conmands:
cl ass policy criteria

description Policy-Map description

exit Exit from QoS policy-map configuration node
no Negate or set default val ues of a conmmand
renane Renane this policy-nmap

As with the class map configuration, it is recommended that a description be configured for all
policy maps, but this is not required. Again there is a rename option, which is just a convenient
way of renaming the policy map without losing the configuration. Before the rename option was
available, the only way to change the name of a policy map was to delete the policy map and
then re-add the same configuration under the new name. For anyone who works with QoS on a
daily basis, this was a great addition. The main purpose of the policy map is, however, to create
the policy or policies that will be applied to traffic of a given class. As such, the option for
selecting a class is of the most interest. For more complicated QoS configurations, using
meaningful names for classes and policies along with the description feature is of great
operational value.

The only option listed under the class command is for you to enter the name of the class for
which you want to configure a policy. A list of available classes is not given, but the supported
classes include those that have been configured manually plus class-default.

Example 5-14 shows the options available under class-default.

Example 5-14. Policy Map Options Available Under class-default

R1(confi g) #pol i cy- map ACCOUNTI NG POLI CY
R1(confi g- pmap) #cl ass cl ass-def aul t
Rlconfi g- pmap-c) #?

QoS policy-map class configurati on comuands:

bandwi dt h Bandwi dt h

exit Exit from QoS class action configuration node
fair-queue Enabl e Fl owbased Fair Queuing in this Cl ass
no Negate or set default values of a commuand

police Police



priority Strict Scheduling Priority for this C ass
queue-limt Queue Max Threshold for Tail Drop

random det ect Enabl e Random Early Detection as drop policy
service-policy Configure QoS Service Policy

shape Traffic Shaping

set Set QoS val ues

Notice that a new prompt appears, after a class has been selected, to indicate that you have
entered the class configuration submode within the policy map configuration. The options shown,
other than the fair-queue option, are the same for all classes. The fair-queue option is
available on some classes, but not all. A discussion of the details of this behavior is beyond the
scope of this text but can be found at Cisco.com.

Policy Map Options: A Closer Look

Because the policy map is the portion of the configuration that dictates the actual treatment of
traffic by the router, a more detailed explanation of the behavior of each option is provided here.
exit and no are not covered because their behavior is the same as elsewhere in Cisco 10S
Software.

¢ bandwidth— Allows for the configuration of CBWFQ. The specifics of CBWFQ operation are
beyond the scope of this explanation, but this command provides a minimum bandwidth
guarantee to this class of traffic.

e fair-queue— Not available in all classes. This command enables Flow-based Weighted Fair
Queuing within this class.

e police— Allows for the configuration of a policer, also known as rate limiting. The police
command, when used within a class, is called class-based policing.

e priority— Designates that this class is a Low Latency Queuing (LLQ) class, which should
receive strict scheduling priority to minimize delay, jitter and packet loss. Also specifies the
amount of bandwidth for this class.

¢ queue-limit— Designates the maximum number of packets that can be in this queue.

¢ random-detect— Enables Weighted Random Early Detection (WRED) for congestion
avoidance. By default, IP precedence is used for weight determination, but additional
options within this command allow for the WRED algorithm to look at the DSCP. This
command also provides an option for enabling explicit congestion notification (ECN) on this
class.

e service-policy— Allows for the configuration of hierarchical policies (policy within a
policy), which may be used to achieve functionality not possible in a single policy. For
example, a T1 can be shaped to 512 kbps via a top-level policy, and then that 512 kbps can
be divided (using CBWFQ/LLQ) within a second-level policy. Top-level policies are



sometimes called parent policies, and second-level policies are sometimes called child
policies.

e shape— Allows for the configuration of class-based shaping, which is generic traffic
shaping performed on a per-class basis. In this case, only the traffic in this class would be

shaped. This is in contract to interface-based shaping, in which all traffic on the entire
interface is shaped.

o set— Allows for the marking of packets. Several fields can be marked through the use of
theset command, including IP precedence, IP DSCP, MPLS experimental bits, Layer 2 CoS,
the ATM cell loss priority (CLP) bit, and the QoS group.

Back to the Accounting department example again, because it is time to configure the actual
policies for the classes that have been defined. In this example, the only parameter that is used
is bandwidth. This is not necessarily the policy that you would use in your production
environment and is intended only as a sample of the configuration parameters.

Policy Map Configuration Example

Assuming that the link speed is 1.544 Mbps, and the intent is to give 128 kbps to each of the
production classes, 64 kbps to the DEVELOPMENT-HTTP class, and 32 kbps to the
DEVELOPMENT-FTP class, the configuration would look like Example 5-15.

Example 5-15. Configuring a Policy Map with Class Maps

R1( confi g- pmap) #pol i cy- map ACCOUNTI NG POLI CY
R1(confi g- pmap) #cl ass ACCOUNTI NG HTTP
R1(confi g- pmap-c) #bandwi dt h 128

R1(confi g- pmap- c) #exi t

R1(confi g- pmap) #cl ass ACCOUNTI NG FTP

R1(confi g- pmap-c) #bandwi dt h 128

R1(confi g- pmap- c) #exi t

R1(confi g- pmap) #cl ass DEVELOPMENT- HTTP
R1(confi g- pmap- c) #bandw dth 64

R1(confi g- pmap- c) #cl ass DEVELOPMENT- FTP

R1(confi g- pmap- c) #bandwi dt h 32

Notice that between the bandwidth statement for DEVELOPMENT-HTTP and the class name for



DEVELOPMENT-FTP that there is no exit command. It is acceptable to exit from each class after
configuring it, but not necessary. When you type a new class name, the MQC automatically
moves to the configuration mode for that class.

You can confirm the configuration that has been entered through the use of the show policy-
map command, as shown in Example 5-16.

Example 5-16. Verifying the Policy Map

Rl#show policy-map
Policy Map ACCOUNTI NG PCLI CY
Cl ass ACCOUNTI NG HTTP
Bandwi dt h 128 (kbps) Max Threshol d 64 (packets)
Cl ass ACCOUNTI NG FTP
Bandwi dt h 128 (kbps) Max Threshol d 64 (packets)
Cl ass DEVELOPMENT- HTTP
Bandwi dt h 64 (kbps) Max Threshol d 64 (packets)
Cl ass DEVELOPMENT- FTP
Bandwi dt h 32 (kbps) Max Threshol d 64 (packets)

Cl ass cl ass-defaul t

As indicated by the output, the queue limit for each of these classes is set to 64 packets (the
default). This output also shows the policy map's name, the names of all the class maps within
the policy, and the policy that has actually been configured for each class. Notice that this
command does not show any information about the traffic that will belong to each class or
whether each class is a match-any or a match-all.

As discussed previously, one of the greatest benefits to the MQC structure is the lack of a
learning curve for configuring new options. Suppose, for instance, that you now need to add
traffic shaping to the ACCOUNTING-FTP class, to prevent the class from using more than 256
kbps under any conditions. If you were not using the MQC, it would be necessary to learn an
entirely new command structure. Because the MQC uses the same structure to configure many
QoS components, however, the configuration requires only one additional line of configuration.

Example 5-17 is the same example configuration as Example 5-15, but with the addition of
traffic shaping.

Example 5-17. Traffic Shaping Within a Class Map



R1(confi g- pmap) #pol i cy- map ACCOUNTI NG- PCLI CY
R1(confi g- pmap) #cl ass ACCOUNTI NG HTTP
R1(confi g- pmap-c) #bandwi dth 128

R1(confi g- pmap-c) #exi t

R1(confi g- pmap) #cl ass ACCOUNTI NG FTP
R1(confi g- pmap-c) #bandwi dt h 128

Rl(confi g- pmap-c)# shape average 256000
R1(confi g- pmap-c) #exi t

R1(confi g- pmap) #cl ass DEVELOPMENT- HTTP
R1(confi g- pmap-c) #bandwi dt h 64

R1(confi g- pmap-c) #cl ass DEVELOPMENT- FTP

R1(confi g- pmap-c) #bandwi dt h 32

The only additional command is the command to add traffic shaping, which makes the learning
curve much shorter for learning how to configure a new QoS mechanism.

Further, the verification of the new configuration doesn't require anything new. As shown in
Example 5-18, to verify both the CBWFQ configuration and the newly added traffic shaping
configuration you can use the same command that was previously used to verify the CBWFQ

configuration.

Example 5-18. Verifying the Policy Map Configuration

Rl#show policy-map
Pol i cy Map ACCOUNTI NG POLI CY

Cl ass ACCOUNTI NG HTTP

Bandw dth 128 (kbps) Max Threshol d 64 (packets)

Cl ass ACCOUNTI NG FTP

Bandw dth 128 (kbps) Max Threshol d 64 (packets)

Traffic Shaping



Average Rate Traffic Shaping
CI R 256000 (bps) Max. Buffers Limt 1000 (Packets)
Cl ass DEVELOPMENT- HTTP
Bandwi dt h 64 (kbps) Max Threshold 64 (packets)
Cl ass DEVELOPMENT- FTP
Bandwi dt h 32 (kbps) Max Threshold 64 (packets)

Cl ass cl ass-defaul t

After configuring both the class map, which defines the traffic that the router should pay
attention to, and the policy map, which defines the action(s) that the router should apply to each
class of traffic, the only thing that is left is to define the interface(s) to which the policy map
should be applied.



Step 3: Attaching the Service Policy

All the configuration options and steps outlined so far in this chapter mean nothing until the
resulting policy map is applied to an interface. This is much the same as configuring an ACL; the
configuration means nothing until the ACL is applied to an interface.

For the service policy, only two options affect functionality: input and output. There is also a

history option, not covered here in detail because it is for information only and does enable you
to configure any functionality. Example 5-19 shows the two functional options.

Example 5-19. Service Policy Options

Rl(config-if)#service-policy ?
hi story Keep history of QoS netrics
i nput Assign policy-nmap to the input of an interface

out put Assign policy-map to the output of an interface

Theinput option means that the policy map is applied to traffic that enters the router through
this interface, and the output option means that the policy map is applied to traffic that leaves
the router through this interface. The ability to apply a policy map input or output on a specific
interface depends on which QoS mechanisms are used in the policy map. Some actions are only
allowed in output policies.

If the policy map called ACCOUNTING-POLICY is going to be applied to traffic leaving the router
through Seriall1/0, the commands in Example 5-20 are used.

Example 5-20. Applying the Service Policy
Rl#conf t
Enter configuration comrands, one per line. End with CNTL/Z.

Rl(config)#interface serial 6/0

Rl(config-if)#service-policy output ACCOUNTI NG POLI CY

If you need to apply another policy in the input direction, you could do so easily, as follows:



Ri(config-if)#service-policy input ANOTHER- POLI CY

If you forget that you already have a service policy applied in the input direction and attempt to
apply another policy, however, the router issues a friendly reminder that you are not allowed to
apply more than one policy to an interface:

Ri(config-if)#service-policy input TH RD POLI CY

Policy map ANOTHER- PCLI CY is al ready attached

You now have the option of detaching the policy that was previously applied, which would then
enable you to apply the THIRD-POLICY to this interface, or you can just do nothing and the
original policy will remain attached.

Because the policy named ANOTHER-POLICY was only used to illustrate the ability to attach
multiple policies (one input and one output), it is not included in the following show command
outputs.

There is no service policy—specific command, but there is a command to show the interface-
specific policy map information, and you should use that command to view the details of the
policy map after it has been applied to an interface. Example 5-21 demonstrates output from the
show policy-map interface ? command.

Example 5-21. Options for Verifying Policy Map Configuration

Rl#show policy-map interface ?

Async Async interface

BVI Bridge-Group Virtual Interface



CTunnel CTunnel interface

Di al er Di al er interface

Et her net | EEE 802. 3

G oup- Async Async Group interface

Lex Lex interface

Loopback Loopback interface

MFR Mul tilink Frame Relay bundle interface
Mul tilink Mul tilink-group interface
Nul | Nul | interface

Seri al Seri al

Tunnel Tunnel interface

Vi f PGM Mul ti cast Host interface

Virtual - Tenpl at e Virtual Tenplate interface
Virtual - TokenRing Virtual TokenRi ng

i nput | nput policy

out put CQut put policy

| Qut put nodifiers

The interface types speak for themselves, but the input and output options are interesting
because they can be used to show you all the policies that are applied in either the input or
output direction (depending on which command you choose). More commonly, however, you will
probably use the more specific command in Example 5-22.

Example 5-22. Verifying Policy Map Configuration for a Specific
Interface

Rl#show policy-map interface serial 1/0

Serial 1/0

Servi ce-policy output: ACCOUNTI NG POLI CY



Cl ass-map: ACCOUNTI NG HTTP (match-all)

0 packets, 0 bytes

5 mnute offered rate O bps, drop rate 0 bps

Mat ch: access-group 101

Mat ch: access-group 103

Queuei ng

Qut put Queue: Conversation 265

Bandwi dt h 128 (kbps) Max Threshold 64 (packets)
(pkts matched/ bytes matched) 0/0

(depth/total drops/no-buffer drops) 0/0/0

Cl ass-map: ACCOUNTI NG FTP (match-all)

0 packets, 0 bytes

5 mnute offered rate O bps, drop rate 0 bps

Mat ch: access-group 102

Mat ch: access-group 103

Queuei ng
Qut put Queue: Conversation 266
Bandwi dt h 128 (kbps) Max Threshold 64 (packets)
(pkts matched/ bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0

Traffic Shaping

Tar get/ Aver age Byt e Sust ai n Excess I nterva
Rat e Limt bits/int bits/int (ns)
256000/ 256000 1984 7936 7936 31

Adapt Queue Packet s Byt es Packet s Byt es

I ncrenent
(bytes)

992

Shapi ng



Active Depth Del ayed

- 0 0 0 0

Cl ass- map: DEVELOPMENT-HTTP (nmatch-all)

0 packets, 0O bytes

5 mnute offered rate O bps, drop rate 0 bps

Mat ch: access-group 101

Mat ch: access-group 104

Queuei ng

Qut put Queue: Conversation 267
Bandwi dt h 64 (kbps) Max Threshold 64 (packets)
(pkts mat ched/ bytes mat ched) 0/0

(depth/total drops/no-buffer drops) 0/0/0

Cl ass- map: DEVELOPMENT-FTP (match-all)

0 packets, 0O bytes

5 mnute offered rate O bps, drop rate 0 bps

Mat ch: access-group 102

Mat ch: access-group 104

Queuei ng
Qut put Queue: Conversation 268
Bandwi dt h 32 (kbps) Max Threshold 64 (packets)
(pkts mat ched/ bytes mat ched) 0/0

(depth/total drops/no-buffer drops) 0/0/0

Cl ass-map: cl ass-default (nmatch-any)
0 packets, 0O bytes

5 mnute offered rate O bps, drop rate 0 bps

Del ayed

Active

no



Mat ch: any

As you can see, the output is far more detailed than the output from the previous command. In
fact, this command probably provides one of the most detailed outputs of any command in Cisco
10S. Certainly, this is the most comprehensive output of any MQC command.



Summary

This chapter examined the three-step process for configuring all the QoS mechanisms supported
by the MQC. These steps are as follows:

Step 1. Class map configuration
Step 2. Policy map configuration

Step 3. Service policy application
Class maps come in two types:

e match-any— A logical OR operation, which means that only one of the match conditions
must be met for a packet to belong to this class

¢ match-all— A logical AND operation, which means that all match criteria must be matched
for a packet to belong to this class

match-all is the default, if no option is specified. Class maps are capable of matching certain
criteria, but the majority of matches come via the matching of an access group. As detailed
earlier in the chapter, you can combine match-all and match-any class maps with access
group matching to accomplish fairly complex matching criteria.

Policy maps define many different actions that you can apply to a given class. Some actions may
only be applied in a single direction, not both. Not all of these actions can be applied to packets
entering an interface; instead, they are only allowed as an output policy (for packets leaving an
interface). Traffic shaping is a good example of a policy map action that cannot currently be
applied to inbound packets. Further, not all actions that are specified are supported in hardware
on Catalyst products, which could mean a severe performance impact for certain features.
Always check your Cisco 10S version and specific hardware type to determine hardware support
for software features.

The next chapter introduces the platform-specific configuration options and specific hardware
available for the Catalyst 2950 and 3550 products. The following chapter includes examples,
using the MQC explained in this chapter, that show you how to configure QoS features on these
products.



Chapter 6. QoS Features Available on the
Catalyst 2950 and 3550 Family of
Switches

This chapter continues the discussion of QoS feature support on Catalyst switches with the
Catalyst 2950 Family and 3550 Family of switches. From an architectural perspective, the
Catalyst 2950 Family of switches supports only Layer 2 MAC address forwarding and does not
support Layer 3 routing. However, the Catalyst 2950 Family of switches supports a multitude of
Layer 3 features such as classification based on CoS or DSCP, security and QoS access-control
list (ACL) support, policing, and Internet Group Management Protocol (IGMP) snooping. Because
the Catalyst 2950 Family of switches does not support IP routing, the typical network
installations find the Catalyst 2950 Family of switches acting as access layer switches. Moreover,
the Catalyst 3550 Family of switches supports IP routing and is applicable as an access layer or
distribution layer switch. The Catalyst 3550 Family of switches may act as a core switch in small
networks aggregating Catalyst 3550 switches and other access layer switches, such as the
Catalyst 2950, 2900XL, and 3500XL Family of switches.

Both the Catalyst 2950 and 3550 Family of switches supports a wide range of QoS features that
rival higher-end switches, including the Catalyst 4000 10S Family of switches and the Catalyst
6500 Family of switches. Because the Catalyst 2950 and Catalyst 3550 switches use the same
Cisco 10S code base, both support a base set of QoS features while the Catalyst 3550 Family of
switches supports a few additional QoS features. Table 6-1, in the "Software Requirements"
section of this chapter, outlines the QoS features supported by both the Catalyst 2950 and 3550
Family of switches along with those features only supported on the Catalyst 3550 Family of
switches.

Specifically, this chapter discusses QoS support on the Catalyst 2950 and 3550 Family of
switches, and includes the following topics:

Architectural Overview

e Input Scheduling

e Classification and Marking

e Policing

e Congestion Management and Avoidance
e Auto-QoS

e Case Study

e Summary

This chapter discusses both the Catalyst 2950 and Catalyst 3550 Family of switches concurrently
because of the feature overlap of these switches. This chapter also indicates those features
supported only on the Catalyst 3550 Family of switches on a per-feature basis.



Catalyst 2950 and Catalyst 3550 Family of Switches QoS
Architectural Overview

The Catalyst 2950 and 3550 switches follow a standard model for QoS features. At the time of
publication, all models of the Catalyst 2950 and 3550 Family of switches utilize the same QoS
architecture. Specifically, the Catalyst 2950 and 3550 switches base QoS architecture on the
following model.

Figure 6-1. Catalyst 2950 and 3550 QoS Architecture Model
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These switches do not modify the packet on ingress for classification and marking; instead, these
switches assign an internal differentiated services codepoint (DSCP) value to the packet. These
switches use the internal DSCP to make policing, queuing, and scheduling decisions.
Furthermore, the internal DSCP determines the egress DSCP and class of service (CoS) values.
The switches use the internal DSCP method of classification whether or not a packet contains an
IP header. Policing may mark down the internal DSCP value for packets out-of-profile of a
respective policer. As with the internal DSCP value, the switch carries the markdown DSCP value
but does not modify the packet during rate policing.

Both switches utilize ternary content addressable memory (TCAM) to carry out QoS features such
as classification based on ACLs and policing. TCAM provides a high-rate packet-matching
algorithm for determining result actions. Security ACLs and IP routing decisions also use TCAM
for pattern matching. The use of TCAM is the method of choice for packet processing among
current Catalyst switches.

In brief, switches populate TCAM with masks, values, and results. Values may represent IP
addresses, protocol ports, DSCP values, or any other packet-matching field. Masks represent
wildcard bits. Results represent packet actions such as Permit or Deny packets, as in the case of
a security ACLs, or a pointer to more complex action such as marking the packet in the case of a
classification ACL. The switch generates lookup keys for ingress packets in order to search TCAM
tables for results. The switch compares lookup keys against masks and values. The first match
provides a result. Catalyst switches utilize TCAM on packet ingress, during packet progressing,
and on egress to gather results for actions such as Layer 3 forwarding and packet rewriting, QoS
classification, policing, and security ACLs processing.

Figure 6-2 shows a logical example of a security ACL. The figure does not indicate exact



hardware implementation of TCAM, but rather a logical representation for understanding the use
of TCAM. Actual hardware implementation of TCAM varies on each Catalyst Family of switch.

Figure 6-2. Logical Representation of TCAM

MASKs PATTERNS RESULTs
255.255.255.0 10.1.1.0 — DENY
Mth Pattern
255.255.248.0 192.168.00 [——» PERMIT
Mth Pattern

For additional technical information on the architectural use of TCAM, refer to the following
technical document at Cisco.com:

"Understanding ACL Merge Algorithms and ACL Hardware Resources on Cisco Catalyst 6500
Switches"

Exact implementations of TCAM vary significantly between Catalyst switching platforms. In
addition, TCAM is a limited resource. The amount of ACLs that fit into TCAM are limited by the
number of entries, range of ports specified, range of IP addresses, masks, and various other
platform-specific constraints. These limitations are found in the configuration guides for each
platform.

From a network design perspective, the QoS features supported on the Catalyst 2950 and 3550
Family of switches fit these switches into any end-to-end QoS design. Because the Catalyst 3550
Family of switches also supports IP routing features, the switch also fits well as a small
distribution or core switch. Networks requiring more internal redundancy and additional port
density should instead utilize the Catalyst 4500 or Catalyst 6500 Family of switches. Figure 6-3
shows a sample network design using Catalyst 2950 and Catalyst 3550 Family of switches in a
small end-to-end design. Figure 6-4 illustrates the Catalyst 2950 and 3550 Family of switches in
a campus network utilizing Catalyst 6500 switches in the core. The section, "Cisco 10S Software
Feature Sets," discusses the EI and EMI acronyms found in Figures 6-3 and 6-4.

Figure 6-3. Sample Network Topology Using Catalyst 2950 and Catalyst
3550 Family of Switches
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Software Requirements

Both the Catalyst 2950 and Catalyst 3550 Family of switches utilize Cisco 10S Software. At the
time of publication, these switches run the Cisco 10S 12.1 EA Software train.

These switches support many campus QoS features including policing, classification, marking,
and scheduling of packets or frames. The Catalyst 2950 and 3550 switches share many common
QoS features. Most of the common QoS features impart the same configuration and operational
characteristics. One noteworthy difference in QoS support between the platforms is output
scheduling. The Catalyst 2950 Family of switches supports only congestion management,
whereas the Catalyst 3550 Family of switches supports both congestion management and
congestion avoidance. The Catalyst 3550 Family of switches supports congestion management
and avoidance using weighted round-robin (WRR) with configurable tail drop or Weighted
Random Early Detection (WRED) thresholds. Both switches support strict-priority queuing.
Furthermore, the Catalyst 3550 Family of switches supports several additional QoS features,
including egress policing and several QoS mapping table configurations not supported on the
Catalyst 2950 Family of switches. Table 6-1 outlines the supported QoS features of the Catalyst
2950 and 3550 Family of switches.

Table 6-1. Feature Parity Between the Catalyst 2950 and Catalyst 3550
Family of Switches in Cisco 10S 12.1(11)EAl1

Feature Platform Support
Classification 2950 (El) 3550
Classification based on port trust state 2950 (El) 3550
Classification based on ACLs 2950 (EI) 3550
Classification based on policy maps 2950 (El) 3550
Classification based on trusting CoS 2950 (El) 3550
Classification based on port CoS configuration 2950 (El) 3550
Classification based on trusting DSCP 2950 (EI) 3550
Classification based on IP precedence 3550
Classification based on CDP from Cisco IP Phone 2950 3550
Marking 2950 (El) 3550
Policing 2950 (El) 3550
Ingress policing 2950 (EI) 3550
Egress policing 3550
Configuration of Mapping Tables 2950 (El) 3550
CoS-to-DSCP 2950 (EI) 3550
IP precedence-to-DSCP 3550
DSCP-to-CoS 2950 (El) 3550




Policed DSCP mapping table 3550

IP precedence-to-DSCP mapping table configuration 3550
DSCP-to-DSCP mapping 3550
DSCP-to-CoS 2950 (El)
Output Queuing and Scheduling 2950 3550
Strict-priority scheduling 2950 3550
WRR scheduling 2950 3550
WRED congestion avoidance 3550
Tail-drop congestion avoidance 3550
Transmit queue size manipulation 3550

CDP = Cisco Discovery Protocol

Cisco I0OS Software Feature Sets

The Catalyst 2950 Family of switches runs two feature sets of Cisco 10S, a standard image (SI)
and an enhanced image (El). Several feature differences exist between the Sl and El versions.
The Sl version only supports 64 VLANS, for instance, whereas the El version supports 256 VLANs
with ACL support on physical interfaces. The Sl only supports the output scheduling QoS
features, whereas the El adds support for classification, marking, and policing. Table 6-1
illustrates which QoS features are available in the SI and El versions by noting El for features
that require the EIl software version. Those switches that employ Sl versions are upgradable to
El with specific restrictions. Refer to the product release notes for details.

The Catalyst 3550 Family of switches also runs two different feature sets of 10S, a standard
multilayer image (SMI) and an enhanced multilayer image (EMI). With regard to IP routing, the
SMI version only supports IP routing and a few routing features such as static routing and
Routing Information Protocol (RIP). The EMI version supports other routing protocols and IP
routing features including inter-VLAN routing, Open Shortest Path First (OSPF), Interior Gateway
Routing Protocol (IGRP), Extended Interior Gateway Routing Protocol (EIGRP), Border Gateway
Protocol (BGP), and the Hot Standby Routing Protocol (HSRP). Furthermore, the EMI version
supports router ACLs and a higher number of multicast groups and MAC addresses per switch.
Nevertheless, the QoS features are identical between the SMI and EMI versions. As a result, this
chapter does not differentiate between the two versions. The Catalyst 3550 Family of switches is
upgradable to the EMI version. Refer to the product release notes for details.

NOTE

In Cisco 10S 12.1(9)EAL, several software changes occurred that optimized the use of
the TCAM space for QoS and security ACLs. As a result, both the Catalyst 2950 and
3550 Family of switches possibly support more ACL entries in Cisco 10S 12.1(9)EA
than previous versions.




Global and Default Configuration

The Catalyst 2950 Family of switches does not require global configuration to enact on QoS
configuration. The default trust behavior of the Catalyst 2950 is untrusted. The Catalyst 2950
Family of switches uses the default port CoS value of zero by default for the internal DSCP value.
See the "Internal DSCP and Mapping Tables" section later in this chapter for more detailed
information about internal DSCP.

The Catalyst 3550 Family of switches does support a global QoS configuration. By default, the
QoS is disabled on the Catalyst 3550 Family of switches and, as a result, does not modify any
CoS or DSCP value of a packet on ingress or egress. In addition, the switch does not carry out
any congestion management or avoidance mechanisms. Use the following configuration
command to globally enable QoS on a Catalyst 3550 switch:

[no]m s qos

Example 6-1 illustrates a user globally enabling QoS and verifying the configuration on a
Catalyst 3550 switch.

Example 6-1. Enabling and Viewing QoS Global Configuration on a
Catalyst 3550 Switch

Swi t ch#confi g terni nal
Swi tch(config)#nl s qos
Swi t ch(confi g) #end

Swi t ch#show m s qos

QS is enabled globally

The default trust behavior of the Catalyst 3550 Family of switches is untrusted when QoS is
enabled. Furthermore, the switch carries out WRR scheduling with each queue receiving 25
percent of transmit bandwidth by default. The "Congestion Management" section of this chapter
discusses WRR in more detail.




Input Scheduling

As with the other Catalyst platforms, neither the Catalyst 2950 nor the 3550 Family of switches
support input scheduling, and they perform only First-In, First-Out (FIFO) Queuing of ingress
packets. Not supporting input scheduling on any switch is not an issue when maintaining the
supported packet-forwarding rate of the switch. Consult the Cisco product documentation for
more information regarding the packet-forwarding rate of the Catalyst 2950 Family and Catalyst

3550 Family of switches.



Classification and Marking

Classification establishes an internal DSCP value, which the switches use to differentiate packets
during packet processing, policing, and output scheduling and queuing. The Catalyst 2950
Family of switches supports the following classification options:

e Ingress port CoS configuration

e Trust CoS

e Trust DSCP

e Extended trust on voice and VLANs

e ACL-based classification

e Classified model based on internal DSCP

e CoS and DSCP mapping tables

The Catalyst 3550 Family of switches supports the following classification options:

e Ingress port CoS configuration

e Trust CoS

e Trust DSCP

e Trust IP precedence

e Extended trust on voice and VLANs

e Trust Cisco IP Phone

¢ ACL-based classification

e Classification model based on internal DSCP
e CoS and DSCP mapping tables

Both the trust CoS and trust DSCP options allow for DSCP and CoS passthrough, respectively. In
addition, the trust DSCP option on the Catalyst 3550 Family of switches supports DSCP
mutation.

Internal DSCP and Mapping Tables

As mentioned in the architecture overview section, the Catalyst 2950 Family and 3550 Family of
switches utilize an internal DSCP value to represent classification and marking of frames as the
frames traverse the switch. Because the switches use internal DSCP values, the switch maps
ingress DSCP, CoS, and IP precedence to the internal DSCP values when dictated by the
classification configuration. When trusting DSCP, the switch maps ingress packets' DSCP directly
to an internal DSCP value. The only exception is in configuring DSCP mutation. Figure 6-5



illustrates the logical depiction of internal DSCP as a packet traverses a Catalyst 2950 or 3550
switch.

Figure 6-5. Logical Depiction of Internal DSCP
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For CoS and IP precedence mapping to an internal DSCP, the switches use a CoS-to-DSCP and
an IP precedence-to-DSCP mapping table, respectively. Tables 6-2 and 6-3 indicate the default
mappings for the CoS-to-DSCP and IP precedence-to-DSCP mappings, respectively.

Table 6-2. Default CoS-to-DSCP Mapping Table

CoS 0 1 2 3 4 5 6 7

DSCP 0 8 16 24 32 40 48 56

Table 6-3. Default 1P Precedence-to-DSCP Mapping Table

IP Precedence 0 1 2 3 4 5 6 7

DSCP 0 8 16 24 32 40 48 56

The IP precedence-to-DSCP mapping table is configurable on the Catalyst 3550 Family of
switches, whereas both the Catalyst 2950 Family and the Catalyst 3550 Family of switches
support custom configuration of the CoS-to-DSCP mapping tables. To configure the CoS-to-DSCP
and IP precedence-to-DSCP mapping tables, use the following commands, respectively:




m s gos map cos-dscpDSCP-1i st

m s gos map | P-prec-dscpDSCP-1i st

DSCP-list represents the eight DSCP mapping values for each IP precedence value O to 7. For
example, a DSCP-list of 0 10 16 25 36 46 48 50 for a CoS-DSCP mapping configuration results in
the CoS value of O mapping to a DSCP value 0O, CoS value of 1 mapping to a DSCP value of 10,
and so forth. Examples 6-2 and 6-3 illustrate a user configuring and verifying configuration of a
CoS-to-DSCP mapping table and a IP precedence-to-DSCP mapping table, respectively.

Example 6-2. User Configuring and Verifying CoS-to-DSCP Mapping
Table

Swi t ch#config terni nal
Enter configuration commands, one per line. End with CNTL/Z.
Swi tch(config)#m s gos map cos-dscp 0 8 16 30 30 46 50 50
Swi t ch(confi g) #end
Swi t ch#show m's qos map cos-dscp
Cos-dscp nap:
cos: 01 2 3 4 5 6 7

Example 6-3. User Configuring and Verifying IP Precedence-to-DSCP
Mapping Table

3550#config term nal
Enter configuration comrmands, one per line. End with CNTL/Z.
3550(config)#m s qos map i p-prec-dscp 0 8 16 28 30 46 50 55

3550( confi g) #end



3550#show m's qos nap i p-prec-dscp
| pPrecedence-dscp nmap:

i pprec: 0 1 2 3 4 5 6 7

Ingress Port CoS Configuration

The Catalyst 2950 Family and 3550 Family of switches allow for static configuration of ingress
CoS values used for DSCP mapping. The switches use ingress port CoS configurations to classify
untagged frames and override CoS values on tagged frames.

To configure a switch interface to represent a CoS value for an untagged frame, use the
following interface commands:

m s gos trust cos

m s qos coscos_val ue

cos_value represents the CoS value to assign to untagged frames. The switch requires both
configuration commands for assigning CoS values to untagged frames.

Example 6-4 illustrates an example of an interface configured for trusting CoS for tagged frames
and the default configuration of assigning a CoS value of O to untagged frames.

Example 6-4. Example Interface Configuration of Trusting CoS Values
of Tagged Frames and Assigning Default CoS Value O to Untagged
Frames

Swi t ch#show runni ng-config

Bui | di ng configuration...



(text del eted)

interface FastEthernet0O/1
swi tchport access vlan 53
swi tchport voice vlan 701
no i p address

m s qos trust cos

spanni ng-tree portfast
(text del eted)

end

Example 6-5 illustrates an interface configured for trusting CoS for tagged frames and assigning
a CoS value of 5 to untagged frames.

Example 6-5. Sample Interface Configuration of Trusting CoS Values of
Tagged Frames and Assigning a Port CoS Value 5 to Untagged Frames

Swi t ch#show runni ng-config
Bui | ding configuration...
!
(text del eted)
interface FastEthernet0O/1
swi tchport access vlan 53
swi tchport voice vlan 700
no i p address
ms qos cos 5
m s qos trust cos
spanni ng-tree portfast

(text del eted)



end

To configure an overriding CoS value on untagged and tagged frames on a switch interface, use
the following commands:

m s qos trust cos
m s gos coscos_val ue

m s gos cos override

Themls qos cos override signifies to override tags frames with the CoS value specified in the
mls qos coscos_value command. Example 6-6 shows an interface configuration using the
override feature.

Example 6-6. Sample Interface Configuration of Trusting and Assigning
a Port CoS Value 5 to Untagged and Tagged Frames

Swi t ch#show runni ng-config
Bui | di ng configuration...
!
(text del eted)
interface FastEthernet0/1
swi tchport access vlan 53
swi tchport voice vlan 700
no i p address
m s qos cos 5
m's qos trust cos

m s gos cos override



spanni ng-tree portfast
(text del eted)

end

Assigning a port CoS value to an ingress frame does not necessarily result in the switch
transmitting the frame with that CoS value. The port CoS value only determines the internal
DSCP value of the ingress frame, and the switch may mark the frame, mark down the frame
during policing, or use a nondefault DSCP-to-CoS mapping table before egress transmission of
the frame.

To verify any classification configuration of an interface, use the following command:

show m's qos interface[interface-nane]

Example 6-7 illustrates sample output from this command on a Catalyst 3550 switch.

Example 6-7. Sample Output from the show mls qos interface
Command

Swi t ch#show m's qos interface G gabitEthernet 0/1
G gabi tEthernet0/ 1

trust state: trust dscp

trust node: trust dscp

CCS override: dis

default COS: 0O

DSCP Mutation Map: Default DSCP Mutation Map

trust device: none



Trust DSCP

The trust DSCP configuration maps an ingress packet's DSCP value directly to the internal DSCP
value. Trust DSCP is the recommended trust configuration for directly attached switches that
perform classification and marking on ingress. Because classification and marking occurs on
ingress for interconnected switch ports, just trusting DSCP allows the current switch to maintain
the original ingress classification and marking of the connected switch. Trusting DSCP is also a
choice configuration for interfaces connected to Cisco IP Phones. Cisco IP Phones mark frames
with DSCP and CoS values, and just trusting DSCP on frames from the Cisco IP Phone is a
common practice.

Figure 6-6 illustrates an example of this behavior. Switch-2 trusts DSCP on the attached Cisco IP

Phone. Switch-1 preserves the classification of Switch-2 by just trusting DSCP on the interface
connecting the two switches. As a result, Switch-1 preserves the classification done by Switch-2.

Figure 6-6. Trust DSCP Example
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To configure a switch interface to trust DSCP, use the following interface command:

m s gos trust dscp

Example 6-8 illustrates an interface configured for trusting DSCP on ingress packets.

Example 6-8. Sample Interface Configuration of Classifying Frames
Based on DSCP Values



Swi t ch#show runni ng-config
Bui | di ng confi gurati on.

!

(text deleted)

interface FastEthernet0/1
swi t chport access vlan 53
swi t chport voice vlan 700
no i p address

m s gos trust dscp

spanni ng-tree portfast
(text deleted)

end

Trust IP Precedence

The trust IP precedence configuration mirrors trusting CoS. Trusting IP precedence is a feature
only available on the Catalyst 3550 Family of switches. Trusting IP precedence uses the IP
precedence mapping table to map an ingress packet's IP precedence value to an internal DSCP
value. Because some applications only mark IP precedence, trusting IP precedence rather than
DSCP allows for ease of understanding and configuration. Table 6-3, in the "Internal DSCP and
Mapping Tables" section, shows the default mapping table for mapping IP precedence to internal
DSCP.Example 6-3, in the same section, illustrates a user modifying the IP precedence to
internal DSCP mapping table.

To configure a switch interface to assign a trust DSCP, use the following interface command:

m s gos trust ip-precedence



Example 6-9 shows a sample configuration of a switch interface configured for trusting IP
precedence.

Example 6-9. Sample Interface Configuration of Classifying Frames
Based on IP Precedence Values

Swi t ch#show runni ng-config
Bui | di ng configuration..

!

(text del eted)

interface FastEthernet0O/1
swi tchport access vlan 53
swi tchport voice vlan 700
no i p address

m s qos trust ip-precedence
spanni ng-tree portfast
(text del eted)

end

Voice VLANs and Extended Trust

Both the Catalyst 2950 Family and 3550 Family of switches support voice VLANs and extended
trust options. The "Voice VLANs and Extended Trust" section of Chapter 2, "End-to-End QoS:
Quality of Service at Layer 3 and Layer 2," discusses the concept and configurations of voice
VLANs and extended trust.

Trust Cisco IP Phone Device

The trust CoS configuration trusts the CoS values of all ingress frames on tagged frames. The
trust DSCP configuration trusts the DSCP values of all ingress frames. In the case of an attached
Cisco IP Phone, the desired configuration is to trust CoS or trust DSCP depending on desired
configuration.

In most configurations, workstations attach directly to Cisco IP Phones, which, in turn, are
attached to switches as shown in Figure 6-7.



Figure 6-7. Cisco IP Phone Physical Network Diagram
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Because the trust CoS or trust DSCP configuration does not validate the ingress frames, itis
possible to send frames with specific DSCP values for malicious use on interfaces configured for
trusting CoS or DSCP. As a result, the Catalyst 2950 Family and 3550 Family of switches support
trusting CoS only when the switch connects to a Cisco IP Phone. In addition, the Catalyst 3550
Family of switches also supports trusting DSCP only when the switch connects to a Cisco IP
Phone. These switches achieve this level of security by using the CDP. Because all Cisco IP
Phones send CDP periodically and on linkup by default, the switch learns of connected Cisco IP
Phones dynamically. When using this configuration option with trusting enabled, these switches
only trust ingress frames when a Cisco IP Phone is attached. If the switch does not detect CDP
packets from a Cisco IP Phone using this configuration, the switches use the port CoS
configuration for determining CoS values associated with ingress frames. Because CDP is a
proprietary protocol, only Cisco IP Phones support CDP.

To configure a switch interface to trust CoS only when a Cisco IP Phone is attached, use the
following interface commands:

m s qgos trust cos

m s gos trust device cisco-phone

To configure a switch interface to trust DSCP only when a Cisco IP Phone is attached, use the
following interface commands:



m s qos trust dscp

m s qos trust device cisco-phone

Example 6-10 illustrates a sample configuration of an interface on a Catalyst 3550 configured for
trusting DSCP when a Cisco IP Phone is connected to interface FastEthernet 0/1.

Example 6-10. Sample Interface Configuration of Classifying Frames
Based on DSCP and Whether an IP Phone Is Connected to an Interface

Swi t ch#show runni ng-config
Current configuration : 157 bytes
!
(text del eted)
interface FastEthernet0O/1

swi tchport access vlan 53

swi tchport voice vlan 700

no i p address

m s qos trust device cisco-phone
m s gos trust dscp

spanni ng-tree portfast
(text del eted)

end

Classifying Traffic by Using ACLs

The Catalyst 2950 Family and 3550 Family of switches support standard and extended IP ACLs
and MAC ACLs for security and QoS purposes. For QoS purposes, these switches utilize ACLs in
class maps for classifying packets. Using ACLs for classification allow for granularity when
classifying packets. By using ACLs for classification, for example, the switch can classify packets
that match only specific IP addresses or Layer 4 ports.

These switches use class maps to organize and group multiple ACLs for application to policy
maps. Policy maps group class maps and class actions such as trusting, marking, and policing.



Chapter 5, "Introduction to the Modular QoS Command-Line Interface,” expands on how to
create and implement class maps and policy maps and includes examples. Consult Chapter 5
before reading the configuration examples and guidelines in the "Class Maps and Policy Maps"
section later in this chapter.

To apply a policy map to an interface for ingress-supported classification, marking, or rate
policing, use the following command:

servi ce-policy inputpolicy-map-name

policy-map-name refers to the name you configure for the policy map.

To apply a policy map to an interface for egress-supported classification, marking, or rate
policing, use the following command:

servi ce-policy outputpolicy-nmp-nane

policy-map-name refers to the name you configure for the policy map.

Example 6-11 illustrates a policy map, class map, and interface configuration for classifying
traffic based on an ACL.

Example 6-11. Sample Configuration for Classifying Traffic Based on an
ACL

Swi t ch#show runni ng-config

Bui | di ng configuration...



m s qgos

class-map match-all MATCH ACL_100

mat ch access-group 100

policy-map C assify_ ACL
class MATCH ACL_100

trust dscp

(text del eted)

nterface FastEthernet0/1

swi tchport access vlan 2

swi tchport voice vlan 700

no i p address

dupl ex ful

speed 100

service-policy input Cassify_ ACL

spanni ng-tree portfast

(text del eted)

!

access-list 100 permt ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0.255
!

(text del eted)

end



Classification Passthrough Option

The classification passthrough option forces the switch to treat CoS and DSCP independently.
The default behavior, and the lone behavior for all software versions prior to Cisco 10S versions
12.1.11(EA)1, of the switch is to modify the CoS or DSCP value depending on internal trust
DSCP and any mapping tables. This is the behavior described in the previous sections of this
chapter.

To recap earlier chapters, an interface configured for trusting DSCP modifies the CoS value on
the frame on egress based on the internal DSCP and DSCP-to-CoS mapping table. Conversely,
an interface configured for trusting CoS modifies the internal DSCP value on ingress according to
the CoS-to-DSCP mapping table. The internal DSCP values determine the egress DSCP value.

To force the switch to treat CoS and DSCP independently, use the classification passthrough
option. For trusting CoS configurations, the classification DSCP passthrough option uses the
ingress CoS value of a frame for policing and scheduling without modifying the DSCP value of
the frame on egress. Both the Catalyst 2950 Family and 3550 Family of switches support the
trust CoS passthrough DSCP option.

The Catalyst 3550 Family of switches also supports the opposite behavior, trust DSCP
passthrough CoS. Trust DSCP passthrough CoS enables the interface to classify, mark, police,
and schedule packets without modifying the egress CoS value.

In practice, network administrators occasionally use these features to preserve CoS and DSCP
values of frames when packets cross multivendor and multiplatform networks or ISP networks.

To configure an interface to trust CoS and passthrough DSCP, use the following interface
command:

m s gos trust cos pass-through dscp

To configure an interface on a Catalyst 3550 Family of switches to trust DSCP and passthrough
CoS, use the following interface command:



m s gos trust dscp pass-through cos

Example 6-12 illustrates a sample interface configuration of trusting CoS while passing through
DSCP values.

Example 6-12. Sample Interface Configuration of Trusting CoS and
Passthrough DSCP

Swi t ch#show runni ng-config
Bui | di ng configuration..
!

m s qos

(text del eted)

nterface FastEthernet0/1

swi tchport access vlan 2

swi tchport voice vlan 700

no i p address

dupl ex ful

speed 100

m s gos trust cos pass-through dscp

spanni ng-tree portfast

(text del eted)

end



Ingress DSCP Mutation

Classification using ingress DSCP mutation enables the switch to map ingress DSCP values to
alternate configured DSCP values. In essence, DSCP mutation is the logical equivalent to a
DSCP-to-DSCP mapping. Ingress DSCP mutation is commonly used when connecting multiple
autonomous QoS domains, as illustrated in Figure 6-8. This feature is only available on the
Catalyst 3550 Family of switches.

Figure 6-8. DSCP Mutation
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In this example, Switch 1 remaps packets with ingress DSCP values of 45 to 30 by way of the
internal DSCP value. Example 6-13 provides a sample configuration of ingress DSCP mutation
illustrating this behavior.

With regard to the DSCP mutation configuration, each Gigabit Ethernet interface supports a
single DSCP mutation map. However, each group of 12 Fast Ethernet interfaces supports a single
DSCP mutation map.

To configure the DSCP mutation map, use the following configuration command:

m s gos map dscp-nutati ondscp-mnutation-name i n-dscptoout-dscp

dscp-mutation-name indicates the name assigned to the globally configured DSCP mutation
map.in-dscp represents up to eight ingress DSCP vales for mapping to the single out-dscp
value.

To configure and assign an interface for ingress DSCP mutation, use the following interface
commands:



m s qos trust dscp

m s qos dscp-nutationdscp-nutation-nane

dscp-mutation-name is the DSCP mutation global map name. The switch requires the trust DSCP
configuration to enact on the DSCP mutation configuration.

Example 6-13 illustrates a sample configuration of ingress DSCP mutation for Figure 6-8.

Example 6-13. Sample Configuration for Ingress DSCP Mutation
Applied to Figure 6-8

Swi t ch#show runni ng-config
Bui | di ng configuration..

|
m s gos map dscp-nutation 40-45 reduce_30 40 41 42 43 44 45 to 30
m s gos

!
(text deleted)

!

interface FastEthernet0/1
swi tchport access vlan 2
swi t chport voice vlan 700
no i p address

dupl ex ful

speed 100

m s gos trust dscp



m s gqos dscp-nutation 40-45 reduce_30

spanni ng-tree portfast

(text deleted)

end

To verify the DSCP mutation map configurations, use the following command:

show m s gos maps dscp-mnutation

Example 6-14 illustrates sample output for the preceding command for Example 6-13.

Example 6-14. Displaying QoS DSCP Mutation Mappings

Swi t ch#show m's gqos maps dscp-nutation
Dscp-dscp mutati on nap:
40- 45 _reduce_30:

d1: d20 1 2 3 4 5 6 7 8 9

0 : 00 01 02 03 04 05 06 07 08 09
1: 10 11 12 13 14 15 16 17 18 19
2 20 21 22 23 24 25 26 27 28 29

3 30 31 32 33 34 35 36 37 38 39



4 30 30 30 30 30 30 46 47 48 49
5 : 50 51 52 53 54 55 56 57 58 59
6 : 60 61 62 63

Dscp-dscp nutation nap:

Default DSCP Mutation Map:

di: d20 1 2 3 4 5 6 7 8 9

0 : 00 01 02 03 04 05 06 07 08 09
1: 10 11 12 13 14 15 16 17 18 19
2 20 21 22 23 24 25 26 27 28 29
3 30 31 32 33 34 35 36 37 38 39
4 : 40 41 42 43 44 45 46 47 48 49
5 50 51 52 53 54 55 56 57 58 59



Policing

Both The Catalyst 2950 Family and 3550 Family of switches support policing with trusting, marking
DSCP markdown actions. Both switches use the modular command-line interface (CLI) as discussel

Chapter 5 for configuring class maps and policy maps used for policing.

The Catalyst 2950 Family of switches supports only ingress policing on a per-port basis, whereas tt
Catalyst 3550 Family of switches supports per-port and aggregate policing in both ingress and egr:
configurations.Table 6-4 summarizes the policing options available to each switch. This section dist
each of the following policing topics as it relates to the Catalyst 2950 and Catalyst 3550 Family of

switches:

e Policing Resources and Guidelines
e Class Maps and Policy Maps
e Ingress and Egress Policing

e Individual and Aggregate Policing

e Port-Based, VLAN-Based, and Per-Port Per-VLAN-Based Policing

e Policing Actions

Table 6-4. QoS Policing Feature Available Per Platform

QoS Policing Feature

Catalyst 2950EI

Catalyst 3550

Port-based policing

Supported on all
interfaces

Supported on all physic
interfaces

Aggregate port-based policing

Not supported

Supported on all physic
interfaces

Per-port VLAN-based policing

Not supported

Supported on ingress ot

Policing rate parameters

Rate and burst only

Rate and burst only

No. of ingress policers per Gigabit Ethernet 60 128
interfaces

No. of ingress policers per Fast Ethernet 6 8
interfaces

No. of egress policers per Gigabit Ethernet Not supported 8
interfaces

No. of egress policers per Fast Ethernet Not supported 8
interfaces

Egress policers Not supported Supported




Policing Resources and Guidelines

Table 6-4 summarizes the QoS policing resource restrictions and guidelines for software version
12.1(11)EA1L. As indicated in Table 6-4, the Catalyst 3550 Family of switches provides for addition:
features over the Catalyst 2950 Family of switches. These features include per-port VLAN-based pc
and egress policing. Furthermore, the Catalyst 3550 Family of switches supports additional policing
resources that provide for a larger number of policers.

Class Maps and Policy Maps

As with mainline Cisco 10S Software, class maps group ACLs and match statements for application
policy maps. The class maps in effect define the classification criteria for policy maps that define ac
Example 6-15 illustrates a sample configuration of a policy map.

Example 6-15. Sample Class Map and Policy Map Configuration

Swi t ch#show runni ng-config

Bui | di ng configuration...

!

(text deleted)

m s gos

!

cl ass-map mat ch-any MATCH_ LI ST
mat ch access-group 100
match ip precedence 5

match ip dscp 35

pol i cy-map RATE_MARK
class MATCH_ LI ST
pol i ce 1000000 8000 exceed-action drop

set ip dscp 55



(text del eted)
interface G gabitEthernet0/1
swi tchport trunk encapsul ati on dot 1q
swi tchport node trunk
no i p address
servi ce-policy input RATE_MARK
(text del eted)
access-list 100 permt ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0.255

(text del eted)

end

The class map MATCH_LIST defines a class map with several classification matching rules. Becau:
class map uses the match-any option, matching any of the three match statements results in polic
executing the class actions. The other matching option, match-all, configures the switch to subjec
packet to all the match statements in order to enact on the policy map class actions.

Furthermore, the class map defines three matching rules. For the switch to execute the class actior
policy map, a packet must match ACL 100, have an IP precedence value of 5, or have an IP DSCP »
35. Otherwise, the switch does not execute the class actions for the packet. Because the switch apyg
policy map on ingress, the switch performs the matching operation on all ingress frames on
GigabitEthernetO/1.

For packets that match the classification rules in the class map, the switch executes the class actiol
defined in the policy map. In Example 6-15, the switch rate limits this traffic by dropping frames al
defined rate of 1.0 Mbps and sets the internal DSCP value to 55. Chapter 5 provides additional
configuration information on class maps and policy maps. The "Traffic-Rate Policing" section later i
chapter discusses the rate policer in Example 6-15.

Ingress and Egress Policing

Ingress policing logically refers to applying a set of class actions such as trusting, marking, or rate
to specific packets as the switch receives packets inbound. Ingress policing logically occurs when a
receives a packet, but actually occurs later in packet processing on Catalyst switches. Nevertheless
logical concept of ingress policing is applying class actions to received packets. Egress policing app
set of class actions on transmit; however, this feature is not found on all Catalyst switches. At the 1
publication, only the Catalyst 3550 Family and 4000 10S Family of switches support egress policing
the Catalyst 3550 Family of switches supports only traffic-rate policers for egress policing.

Applying a policy on ingress versus egress may result in significant behavioral differences in packe!
InFigure 6-9, for example, an ingress policer is rate limiting the traffic to 100 Mbps ingress on inte
GigabitEthernetO/1. As shown in the diagram, ingress traffic from Switch-1is at 1.0 Gbps. Based o



rate limiting, the switch restricts ingress traffic collectively to 100 Mbps. Assuming all ingress traffi
Switch-2 is unicast, only 100 Mbps of total traffic is sent out interfaces GigabitEthernet0/2 and 0/3
Figure 6-10, the switch applies the same policer outbound, and the switch only limits the traffic
transmitted out interfaces Gigabit Ethernet0/2 and 0/3 to 100 Mbps individually. Traffic from interf
GigabitEthernetO/4 to other interfaces flows without any restriction on rate.

Figure 6-9. Ingress Policing
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Figure 6-10. Egress Policing
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Individual and Aggregate Policing

Individual policers apply bandwidth limits discretely to each interface for defined policy maps. The
2950 Family of switches supports only individual policers; however, the Catalyst 3550 Family of sw
supports aggregate policers.

Class maps define traffic classes within a policy map. Use the following policy map class clause



configuration command to configure individual policers:

policerate burst [exceed-action {transmt | drop | policed-DSCP-transmt}]

Example 6-16 illustrates a sample configuration for individual policing. The policy map in Example
drops packets exceeding the 100-Mbps rate defined in the policer for all packets ingress on interfac
GigabitEthernetO/1.

Example 6-16. Sample Configuration of Individual Policer

Swi t ch#show runni ng-config

Bui | di ng configuration...

!

(text deleted)

m s gos

!

class-map match-all MATCH ALL_PCKTS

mat ch any

pol i cy-map RATE_RESTRI CT
cl ass MATCH ALL_PCKTS

pol i ce 100000000 16000 exceed-action drop

(text deleted)



interface G gabitEthernet0/1
swi tchport trunk encapsul ati on dot 1q
swi tchport node trunk
no i p address

servi ce-policy input RATE_MARK

Aggregate policers apply rate-limiting constraints collectively among multiple class maps within thi
policy map. This behavior is unique compared to other switch platforms such as the Catalyst 4000
Family and Catalyst 6000 Family of switches. These switches use aggregate policers to apply rate-I
constraints among multiple ports or VLANSs.

Use the following global configuration command to configure an aggregate policer:

m s gos aggregat e-pol i ceaggr egat e-pol i cer-nane rate-bps burst-byteexceed-action {d

2ol iced-dscp-transmt}

aggregate_policer_name defines the name to represent the aggregate policer. Aggregate policers s
dropping or marking down packets that exceed the define rate. Later sections in this chapter cover
and burst parameters in more detail. To attach the aggregate policer, use the following policy map
clause configuration command:

pol i ce aggregat epol i cer_name

Aggregate policers cannot be used across different policy maps or interfaces. Define multiple aggre



policers to work around this limitation. Example 6-17 illustrates an aggregate policer.

Example 6-17. Sample Configuration of an Aggregate Policer

Swi t ch#show runni ng-config
Bui | di ng configuration...
!
(text deleted)
m s gos aggregat e-policer RATE 500MBPS 500000000 64000 exceed-action drop
m s qos
!
class-map match-all MATCH ACL_100
mat ch access-group 100
class-map match-all MATCH ACL_101

mat ch access-group 101

policy-map AGGR _TRAFFI C LI M Tl NG
class MATCH ACL_100
set ip precedence 0
pol i ce aggregate RATE 500MBPS
class MATCH ACL_101
set ip precedence 5

pol i ce aggregate RATE _500MBPS

(text deleted)
!
interface G gabitEthernet0/1
swi tchport trunk encapsul ati on dot 1q

swi t chport node trunk



no i p address

service-policy input AGGR TRAFFIC LI M TI NG

access-list 101 permt ip any any

access-list 101 permit ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0. 255

end

InExample 6-17, the switch subjects all traffic ingress from interface GigabitEthernetO/1 to the agc
rate limiting policer of 500 Mbps. However, the switch rewrites the IP precedence value differently
on class maps while maintaining the aggregate policer of 500 Mbps to traffic that matches either p

Use the following command to display the policy maps-to-policer configuration:

show m s qos aggregate-policer [aggregate-policer-nane]

Example 6-18 illustrates the use of the show mls qos aggregate-policer command.

Example 6-18. Displaying Policy Map—to—Aggregate Policers Mapping

Swi t ch#show ml's qos aggregat e-policer
aggr egat e- pol i cer RATE_500MBPS 500000000 64000 exceed-action drop

Used by policy map AGGR_TRAFFIC LI M TI NG

Port-Based, VLAN-Based, and Per-Port Per-VLAN-Based Policing



Port-based policing entails binding policy maps to individual ports. VLAN-based policing involves at
a policy map to a VLAN interface. The Catalyst 2950 Family of switches supports only port-based p
The Catalyst 3550 Family of switches supports port-based policing and a variant of VLAN-based po
referred to as per-port per-VLAN policing. The Catalyst 3550 Family of switches does not support a
policers to VLAN interfaces. Per-port per-VLAN policing consists of the typical class map clauses ne
second-class map with a VLAN-class match clause. The switch is only able to bind per-port per-VL/
trunk ports and VLAN access ports. Example 6-19 illustrates a sample configuration of per-port per
based policing.

Example 6-19. Sample Configuration of Per-Port Per-VLAN Policing

Swi t ch#show runni ng-config
Bui | di ng confi guration.
(text deleted)

!

m s gos

cl ass-map mat ch-any MATCH LI ST
mat ch access-group 100
match ip precedence 5
match ip dscp 35
class-map match-all MATCH VLAN LI ST
match vlian 2 100-105

mat ch cl ass-map MATCH LI ST

policy-nmap RATE LIM T_VLAN 2 100-105
class MATCH VLAN LI ST

set ip dscp 22

(text deleted)



interface G gabitEthernet0/1
swi tchport trunk encapsul ati on dot 1q
swi tchport node trunk
no i p address

servi ce-policy input RATE_MARK

(text del eted)

!

access-list 100 permt ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0.255
!

(text del eted)

!

end

The only difference between Example 6-19 and Example 6-17 is Example 6-19 applies the policy m
to packets ingress from VLANs 2 and 100 through 105. This per-port per-VLAN configuration requii
nested class map configuration to operate correctly. Furthermore, a per-port per-VLAN configuratic
requires that the class map that nests the match VLAN classification rule with the regular class mayj
use the match-all configuration option. Also, a per-port per-VLAN class map requires the match V
class map clause before the match class map clause.

Policing Actions

The Catalyst 2950 Family and 3550 Family of switches support the following class actions:

e Trusting
e Marking
e Traffic-rate policing

Policing is similar to Cisco 10S rate limiting. Policing limits traffic flow the same as rate limiting. Hc
policing uses the leaky token bucket algorithm, discussed in Chapter 2, to apply a burst parameter
limiting. Both the Catalyst 2950 Family and 3550 Family of switches support dropping or marking
traffic exceeding the rate.



Trusting Action

The use of trusting as a policing action is identical to trusting based on an ACL. The Catalyst 3550
of switches supports trusting as a policing action. The supported trusting options include trusting C
DSCP.

Policy maps organize the trusting actions using the following policy map class clause command:

trust [DSCP | CoS]

Example 6-20 illustrates a Catalyst 3550 configured to trust DSCP for packets that match ACL 100.

Example 6-20. Sample Configuration of Trusting as a Policing Action

Swi t ch#show runni ng-config
Bui | di ng configuration...
(text deleted)

I

m s gos

class-map match-all MATCH ACL_100

mat ch access-group 100

policy-map Classify ACL
class MATCH ACL_100

trust dscp



(text deleted)

nterface FastEthernet0/1

swi tchport access vlan 2
swi t chport voice vlan 700

no i p address

dupl ex full

speed 100

service-policy input Cl assify ACL

spanni ng-tree portfast

(text deleted)

!

access-list 100 permt ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0. 255
!

(text deleted)

end

For configurations using trusting in class map clauses, there is no need for a trusting configuration
interface. You must carefully consider whether to configure an interface for trusting and whether tc
configure a policing action of trusting because the policing action takes precedence over the port
configuration.

Marking Action

Both the Catalyst 2950 Family and 3550 Family of switches support marking as a policing action. E
switches supports marking of DSCP using the following policy map class action command:



set ip dscpnew dscp

new-dscp indicates the DSCP value used to mark the frame in the policing action. The marking occ
the internal DSCP value and the internal DSCP determines the DSCP value in the frame on egress.
Catalyst 3550 Family of switches also supports marking of IP precedence. To configure marking of
precedence in a policing action, use the following policy map class action command:

set ip precedencenew precedence

new-precedence indicates the IP precedence value used to mark the frame. The marking actually o
the internal DSCP value by marking the 3 MSBs of the DSCP. Example 6-21 illustrates a Catalyst 3
switch configured to mark frames as a policing action.

Example 6-21. Sample Configuration of Marking as a Policing Action

Swi t ch#show runni ng-config

m s gos

!

class-map match-all MATCH ACL_100

mat ch access-group 100

pol i cy-map Mar k_Franes
class MATCH ACL_100

set ip dscp 45



(text del eted)

nterface FastEthernet0/1

swi tchport access vlan 2

swi tchport voice vlan 700

no i p address

dupl ex ful

speed 100

servi ce-policy input Mark_Franes

spanni ng-tree portfast

(text del eted)

!

access-list 100 permt ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0.255
!

(text del eted)

end

Traffic-Rate Policing

The Catalyst 2950 Family and 3550 Family of switches use the leaky token bucket algorithm to det
whether a packet is conforming or exceeding a specified policer rate. The leaky token bucket algori
transparent to the policing behavior of the switch. An understanding of the leaky token bucket is o1
necessary when refining the burst size parameter of a policer. For more information about the leak
bucket algorithm, see Chapter 2.

Use the following command to configure the Catalyst 2950 Family of switches traffic-rate and bursi
parameters of a class map policer:



policerate-bps burst-byte [exceed-action {drop | dscpdscp-val ue}]

Use the following commands to configure the rate and burst of a class map policer and an aggrega
policer on a Catalyst 3550 switch, respectively:

policerate burst [exceed-action {drop | policed-DSCP-transmt}]]
m s qos aggregate-policerpolicer_nane rate burst [exceed-action {transmit | drop |

=l i ced-DSCP-transmit}]

rate defines the actually policing rate. For the Catalyst 2950 Family of switches, the supported rate
Mbps to 100 Mbps in 1-Mbps increments for Fast Ethernet interfaces and 8 Mbps to 1 Gbps for Gig:
capable interfaces. For the Catalyst 3550 Family of switches, the supported rates are 8 kbps to 2 G
1-bps increments for all interfaces. The switch may adjust the configured rate to a hardware suppc
rate.

burst defines the burst size in bytes. The burst size needs to be at least the maximum packet size ¢
frames touched by the policer for accurate policing. The following sections discuss determining the
applicable burst size. For the Catalyst 2950 Family of switches, the supported burst sizes are 4096
16384, 32768, and 65536 bytes for Fast Ethernet ports and 4096, 8192, 16348, 32768, 65536, 13
and 262144 bytes for Gigabit Ethernet-capable interfaces. For the Catalyst 3550 Family of switche:
switches support configuring the burst size in the range of 8 MB to 2 GB. Example 6-22 illustrates
Catalyst 3550 configured for policing traffic at 100 Mbps with a burst size 16000 bytes.

Example 6-22. Sample Configuration of Rate Policing as a Policing Action

Swi t ch#show runni ng-config

m s gos

!

class-map match-all MATCH ACL_100

mat ch access-group 100



pol i cy-map RATE_RESTRI CT
class MATCH ALL_PCKTS

pol i ce 100000000 16000 exceed-action drop

(text del eted)

nterface FastEthernet0/1

swi tchport access vlan 2

swi tchport voice vlan 700

no i p address

dupl ex ful

speed 100

servi ce-policy input Mark_Franes

spanni ng-tree portfast

(text del eted)

!

access-list 100 permt ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0.255
!

(text del eted)

end

The traffic-rate policer supports two actions for traffic exceeding the configured rate. These actions
drop the packet or mark down the DSCP value of the frame. Marking down the frame actually occu
internal DSCP value.

For the Catalyst 2950 Family of switches, use the follow command to configure the exceed-action c
traffic-rate policer:



pol i cerate-bps burst-byte [exceed-action {drop | dscpdscp-val ue}]

dscp-value indicates the DSCP value used to mark down the frame. Example 6-23 illustrates a sam
configuration of marking down the DSCP value for traffic exceeding the rate specified in the policer

Example 6-23. Sample Configuration of Marking Down for the Exceeding
of a Rate Policing

Swi t ch#show runni ng-config

Bui | di ng configuration...

m s qos

!

class-map match-all MATCH ACL_100

mat ch access-group 100

pol i cy-map RATE_RESTRI CT
class MATCH ALL_PCKTS

pol i ce 100000000 16000 exceed-action dscp 35

(text deleted)

!

interface FastEthernet0/1
swi t chport access vlan 2

swi t chport voice vlan 700



no i p address

dupl ex ful

speed 100

service-policy input Mark_Franes

spanni ng-tree portfast

(text deleted)

!

access-list 100 permit ip 10.1.1.0 0.0.0.255 10.2.1.0 0.0.0. 255
!

(text deleted)

end

For the Catalyst 3550 Family of switches, the switch uses a DSCP-policed transmit mapping table t
determine the DSCP value used for marking down the packet. By default, the policed DSCP mappir
maps packet DSCP values directly to the marked-down DSCP. As a result, the default behavior for
DSCP-policed transmit table is to not mark down the DSCP value associated with the packet. Use tl
following command to configure the policed DSCP mapping table:

m s gos map policed-dscpdscp-1isttomark-down-dscp

dscp-list represents up to eight DSCP values. The switch marks down frames with these DSCPS to 1
DSCP value specified by the mark-down-dscp value when exceeding the configured rate. To configt
exceed-action of the traffic-rate policer, use the following command:



policerate-bps burst-byte [exceed-action {drop | policed-dscp-transmt}]

Example 6-24 illustrates a user configuring and verifying the policed DSCP mapping table.

Example 6-24. User Configuring and Verifying the Policed DSCP Mapping

Swi t ch#configure term nal
Swi tch(config)#m s gos map policed-dscp 30 31 32 33 34 35 to 20
Swi t ch(confi g) #end
Swi t ch#show m's qos map policed-dscp
Pol i ced-dscp map:
di: d20 1 2 3 4 5 6 7 8 9

0 : 00 01 02 03 04 05 06 07 08 09
1: 10 11 12 13 14 15 16 17 18 19
2 : 20 21 22 23 24 25 26 27 28 29
3 : 20 20 20 20 20 20 36 37 38 39
4 : 40 41 42 43 44 45 46 47 48 49
5 50 51 52 53 54 55 56 57 58 59
6 60 61 62 63
Burst Size

Because of the behavior of TCP/IP and UDP applications, packet drops due to policing may significe
impact traffic throughput and may result in a packet-per-second throughput far below the configur
policer rate. The burst parameter of policing attempts to handle this behavior by allowing periodic
of traffic into the bucket.

Configuration of the burst size follows several other Catalyst platform recommendations. For TCP
applications, use the following formula to calculate the burst size parameter used for policing:



<Burst> = 2 * <RTT> * <Rate>

RTT defines the approximate round-trip time for a TCP session. If RTT is unknown, use a RTT value
to 1 second depending on estimated latency. The burst calculation for a rate of 64 kbps and an RT
ms is as follows

<Burst> =2 * <.100 sec> * <64000 bits/sec>
<Burst> = 12800 bits = 1600 bytes

Nevertheless, from an application standpoint, rate policing always results in actual rates less than-
configured rate regardless of the burst size. UDP applications react closer to the configured rate in
second; nevertheless, some UDP applications retransmit heavily upon packet loss resulting in perfc
far less than the configured rate. In brief, carefully consider burst rate and its effects on applicatiot
applying policers.



Congestion Management and Avoidance

After the switch classifies, marks, and polices a packet against QoS rules, the switch queues the pa
a transmit queue for output scheduling. Placing the packet into one of multiple queues allows for tt
to differentiate service by transmitting packets from the queue with specific order and priority. The
3550 Family of switches utilizes WRED and tail-drop queuing mechanisms for congestion avoidance
Catalyst 2950 Family of switches does not support congestion avoidance. Both the Catalyst 2950 Fi
3550 Family of switches support four transmit queues. Although both switches support output sche
utilizing WRR, the Catalyst 3550 Family of switches supports additional output scheduling and que!
configurations.

In brief, the Catalyst 2950 Family of switches supports the following output scheduling mechanism

e Strict-priority scheduling
¢ WRR scheduling

Strict-priority scheduling services packets placed into higher-priority queues before servicing packe
lower-priority queues. Although this mechanism works well for high-priority traffic such as Voice o\
(VolP), this mechanism may starve transmission of traffic in lower-priority queues. As a result, the
option of using WRR scheduling exists. WRR transmits traffic based on a weight value. In this mani
queue receives an assigned weight of the total bandwidth. Therefore, during any period of time, th
sends traffic out of every queue based on its weighted value. Subsequent sections discuss these mg¢
in more detail with configuration examples.

In brief, the Catalyst 3550 Family of switches supports the following queuing and output schedulin
mechanisms:

Expedite (strict-priority) queue

WRR scheduling

Configurable drop thresholds per output queue
e WRED congestion avoidance algorithm

The Catalyst 3550 Family of switches uses WRR scheduling for output scheduling in a manner simil
Catalyst 2950 Family of switches. However, the Catalyst 3550 Family of switches allows for design:
an expedite queue and configuration of congestion avoidance mechanisms using tail-drop thresholc
WRED. The designhation of the expedite queue forces strict priority of transmission on the respectiv
queue. The congestion avoidance algorithms attempt to subside congestion by dropping packets w
priority before higher-priority packets in the same transmit queue. Later sections of this chapter di
these features in more detail.

Congestion Management with the Catalyst 2950 and 3550 Family of Switc

As noted in the preceding section, both the Catalyst 2950 Family and Catalyst 3550 Family of switc
perform output scheduling via strict-priority queuing and WRR, although each family of switches e;
different default configurations. In summary, both the Catalyst 2950 Family and Catalyst 3550 Fan
switches support the following congestion management configuration options:



DSCP-to-CoS Mapping

CoS-to-Transmit Queue Mapping

Strict-Priority Queuing

Configurable Weights for WRR

DSCP-to-CoS Mapping

The Catalyst 2950 Family and 3500 Family of switches use an internal DSCP value to differentiate
a packet traverses the switch. Because marking may occur on a packet during the marking and pol
packet process, the CoS value of the packet needs to be updated on transmit. As a result, the switc
employs the use of a DSCP-to-CoS mapping table for mapping the internal DSCP value to CoS valt
packets before the switch schedules the packet into a transmit queue. Table 6-5 indicates the defal
to-CoS mapping table.

Table 6-5. Default DSCP-to-CoS Mapping Table

DSCP 0-7 8-15 16—-23 24-31 32-39 40-47 48-55 5¢
Value
CoS Value (0 1 2 3 4 5 6 7

The DSCP-to-CoS mapping table is configurable on a global basis. Use the following global configu
command to configure the DSCP-to-CoS mapping values:

m s gos mapdscp-cos dscp-listtocos

dscp-list represents up to eight DSCP values separated by a space. CoS corresponds to the transmi
value on the egress frame. Example 6-25 illustrates a user configuring and verifying the QoS DSCF

mapping.

Example 6-25. Verifying and Configuring the DSCP-to-CoS Mapping

Swi t ch#configure term nal



Switch(config)#m s gos map dscp-cos 37 38 39 to 5
Switch(config)#m s gos map dscp-cos 32 to 3
Swi t ch(confi g) #end
Swi t ch#show m's qos map dscp-cos
Dscp-cos map:
di: d20 1 2 3 4 5 6 7 8 9

0 : 00 00 00 00 00 00 00 00 01 01
1: 01 01 01 01 01 01 02 02 02 02
2 02 02 02 02 03 03 03 03 03 03
3: 03 03 03 04 04 04 04 05 05 05
4 : 05 05 05 05 05 05 05 05 06 06
5 06 06 06 06 06 06 07 07 07 07
6 07 07 07 07

CoS-to-Transmit Queue Mapping

With the Catalyst 2950 and 3550 Family of switches, output scheduling uses the strict-priority quet
WRR algorithm with four transmit queues. The switch queues traffic into the four transmit queues |
solely on the CoS value associated with the frame. By default, the switch places frames with highel
values into the higher-number queues. The internal DSCP value actually determines the CoS value
subsequently the transmit queue. Before the switches places packets into the transmit queues, the
determines the egress CoS value of the frame using the internal DSCP value and the DSCP-to-CoS
table.

In retracing the path of the packet, refer to the following outline and Figure 6-5 to understand the
internal DSCP in CoS-to-transmit queue mapping.

e Switch receives packet.

e Switch classifies packets with an internal DSCP value based on configuration.

e Switch polices, marks, or marks down the internal DSCP value.

e Switch determines egress CoS value based on internal DSCP value and DSCP-to-CoS mapping

e Switch queues the packet into one of four transmit queues based on egress CoS value, CoS-tc
queue mapping table, and any configured congestion avoidance configurations.



e Switch schedules packet out of the transmit queue based on strict-priority queuing or WRR.

Table 6-6 illustrates the default CoS-to-transmit queue mapping.

Table 6-6. Default CoS-to-Transmit Queue Mapping Table

CoS Value Transmit Queue
0,1 1
2,3 2
4,5 3
6,7 4

Use the following command to display the CoS-to-transmit queue mapping:

show wrr - queue cos- nap

The Catalyst 2950 Family of switches allows for custom configuration of the CoS-to-transmit queue
on a global basis. The Catalyst 3550 Family of switches supports CoS-to-transmit queue mapping ¢
interface basis. Use the following global and interface configuration command to configure the CoS
transmit queue mapping:

Wrr-queue cos-napqgi d cosl..cosn

g_id represents one of the four transmit queues. cosl..cosn represents configuration for up to eigh
values to map to a transmit queue.

Example 6-26 illustrates a user custom configuring the CoS-to-transmit queue mapping table and »



the DSCP-TxQueue mapping table configuration.

Example 6-26. User Configuring and Verifying the DSCP-to-Transmit Que
Mapping Table

Swi t ch#configure term nal
Switch(config)#wr-queue cos-map 1 0 1 2
Switch(config)#wr-queue cos-map 2 3 4
Swi tch(config)#wr-queue cos-map 3 5

Swi t ch(confi g) #end

Swi t ch#show wrr - queue cos- nmap

CoS Val ue 0 1 2 3 4 5 6 7

Priority Queue : 1 1 1 2 2 3 4 4

Strict-Priority Queuing

By default, the Catalyst 2950 Family of switches schedules packets from transmit queues using the
priority algorithm. Using this algorithm, the switch transmits all packets out of the higher-priority ¢
before servicing lower-priority queues.

The Catalyst 3550 Family of switches utilizes the strict-priority queue configuration with WRR for s
all the packets out of transmit queue four before servicing any other queue. The switch still utilizes
scheduling packets out of the remaining queues. The behavior of this configuration is slightly differ
the behavior on the Catalyst 2950 Family of switches. Priority Queuing on the Catalyst 2950 Family
switches services higher-priority queues before lower-priority queues in order and does not suppor
concept of a single expedite queue.

To configure the Catalyst 3550 Family of switches for the strict-priority scheduling of transmit quet
use the following interface command:

priority-queue out



As a result of the strict-priority scheduling algorithm on both the Catalyst 2950 and 3550 Family of
switches, the switches may never transmit traffic out of lower-priority queues when line-rate traffic
higher-priority queues. Although this behavior is warranted for high-priority traffic such as VolP,
applications of strict-priority queuing may starve lower-priority traffic. To remedy this situation, co
configuring the switch for WRR bandwidth and WRED as discussed in the next section.

Configurable Weights for WRR

By default, the Catalyst 3550 Family of switches utilizes WRR for congestion management. The Cat
2950 Family of switches supports WRR as an optional configuration. Both the Catalyst 2950 Family
3550 Family of switches support adjusting the scheduling weight for each transmit queue. For the |
2950 Family of switches, WRR configuration is a global configuration. On the Catalyst 3550 Family
switches, WRR configuration is per interface. The scheduling weight effectively determines the egre
bandwidth per queue. Use the following egress bandwidth formula to determine WRR weight:

(W/S) *B = n

W represents the WRR weight of the queue, and S represents the sum of all weights of the active q
is the available bandwidth of the outgoing interface(s), and n represents the egress bandwidth.

For example, each queue, 1 through 4, is assigned the following WRR weights on a Gigabit Etherne
interface, respectively:

50 50 100 200

TheS of the weights is 400. As a result of this configuration, each transmit queue receives the follo
egress bandwidth:

Queue 1: 125 Mbps
Queue 2: 125 Mbps
Queue 3: 250 Mbps
Queue 4: 500 Mbps
To configure the scheduling weight of total bandwidth per queue, use the following global configur:

command for the Catalyst 2950 Family of switches and interface configuration command for the Ca
3550 Family of switches:

wrr - queue bandwi dt hwei ght1...wei ght4

weightl..weight4 represent four weighted values assigned to transmit queues 1, 2, 3, 4 respective
the following command to display the configured WRR bandwidth per queue:



show wrr - queue bandw dt h

Example 6-27 illustrates a user configuring the WRR bandwidth per queue for heavier weights on
priority queues and verifying the WRR bandwidth configuration on a Catalyst 2950 switch. In this €
queue 1 receives 10 percent of the bandwidth, queue 2 receives 20 percent of the bandwidth, quetL
receives 30 percent of the bandwidth, and queue 4 receives 40 percent of the bandwidth on egress

Example 6-27. User Configuring and Verifying a WRR Bandwidth Configu

Swi t ch#configure term nal

Swi t ch(config)#w r-queue bandw dth 10 20 30 40
Swi t ch(confi g)#end

Swi t ch#show wrr - queue bandwi dt h

VWRR Queue : 1 2 3 4

Bandwi dth : 10 20 30 40

To demonstrate and measure the scheduling behavior of strict-priority queuing and WRR on transn
queues, three packet-generator ports were connected to the switch as shown in Figure 6-11 using 1
configuration shown in Example 6-28. The first traffic-generator port connected to interface
GigabitEthernetO/1 was sending 1 Gbps of traffic with a CoS value of O, whereas the traffic-genera
connected to interface GigabitEthernet0/2 was sending 100 Mbps of traffic with a CoS value of 5. A
traffic generator connects to interface FastEthernetO/1 to measure the received rate of each packet
Table 6-7 shows the result of a strict-priority queue versus several configurations using WRR with 1
CoS-to-transmit queue mappings.

Figure 6-11. Network Topology for Demonstrating Strict-Priority Quel
Versus WRR
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Example 6-28. Interface Configuration for Demonstrating Strict-Priority
Queuing

Swi t ch#show runni ng-config
Bui | di ng configuration...
(text deleted)

!

nterface FastEthernet0/1

swi tchport access vlan 2
swi t chport node access
m s gos trust cos

spanni ng-tree portfast

(text deleted)

!

interface G gabitEthernet0/1
swi tchport access vlan 2
swi t chport node access

m s gos trust cos

spanni ng-tree portfast

interface G gabitEthernet0/2



swi tchport access vlan 2
swi t chport node access
m s qos trust cos

spanni ng-tree portfast

end

Table 6-7. Demonstrating Strict-Priority Queuing Versus WRR on Tran
Queues on the Catalyst 2950

No. of Packets with CoS = 0 No. of Packets with Cc
Trial Description Received Received
Default configuration (strict-priority | O 148,805
queuing)
WRR queue bandwidth 25 25 25 25 | 74,400 74,400
WRR queue bandwidth 10 20 30 40 | 35,705 113,100
WRR queue bandwidth 10 20 100 13,000 135,805
100

Congestion Avoidance with the 3550 Family of Switches

The Catalyst 3550 Family of switches supports the following congestion avoidance mechanisms on
Ethernet-capable interfaces:

e Tail-drop thresholds

e WRED drop thresholds

¢ Transmit queue size manipulation

Furthermore, the Catalyst 3550 Family of switches supports only configuration of minimum reserve
for congestion avoidance on Fast Ethernet interfaces.

Tail Drop

The Catalyst 3550 Family of switches utilizes two thresholds for congestion avoidance. By default, 1
maps all packets to a single threshold per queue. As a result, when a transmit queue becomes full,
switch drops any further packets needing placement into the respective transmit queue. This behay



default when any queue becomes congested and is subsequently unable to hold additional packets.

The Catalyst 3550 Family of switches allows for two tail-drop thresholds, whereas the switch tail di
packets with a lower priority over packets with a higher priority. The switch CLI refers to these thre¢
thresholds-1 and thresholds-2, respectively. The Catalyst 3550 Family of switches employs prioritie
thresholds strictly on internal DSCP. The ingress interface determines the egress tail-drop threshol
mapping and this configuration is only applicable to Gigabit Ethernet-capable interfaces. As a resul
switch treats all ingress packets from Fast Ethernet interfaces with the threshold-2 configuration.

In practice, tail-drop thresholds are useful in mitigating congestion. Consider, for example, a large
consisting of high-priority data and voice applications. The high-priority data application is built or
and provides for file sharing between network users. The application adapts well to TCP/IP back-pr
and packet loss. The network uses voice applications for IP telephony. Because both applications al
the network administrators assign a DSCP value of 40 to the file-sharing application while using th
DSCP value associated with Cisco IP Phones, 46. Packets from both applications occupy transmit qi
The switch is using WRR to service queue 3 with half the available bandwidth on egress interfaces.
implementing tail-drop thresholds, the network administrators noticed that the file-sharing applica
filing the transmit queue 3 causing excessive drops for voice applications. To remedy this situation
network administrators implemented tail-drop thresholds. The network administrators configured t
to tail drop packets from the file-sharing application when the queue becomes 30 percent full while
dropping voice application traffic when the queue is 100 percent full. This configuration yields amp
transmit queue space for the voice applications, while the file-sharing program maintained high-pr
service in transmit queue 3 but was unable to monopolize the buffer space.

To configure an interface for tail-drop congestion avoidance, use the following interface command.

wrr - queue threshol dqueue-id threshol d-percentagel threshol d- percentage?2

queue-id refers to the respective transmit queue, 1 through 4. threshold-percentagel and threshol
percentage2 refer to the tail-drop percentage thresholds respectively. Valid percentages are in the
to 100.

To configure the ingress interface for threshold mapping, use the following interface configuration
command:

wrr - queue dscp-mapt hreshol d-id dscpl ... dscp8



threshold-id represents a number 1 or 2 for threshold-precentagel or 2, respectively. dscpl ... dscy
represents up to eight DSCP values for threshold mapping.

NOTE

As mentioned previously, the DSCP-to-threshold mapping resides on the ingress interface of
traffic. As a result, for packets to adhere to specific thresholds on the egress interfaces, the sw
requires the mapping configuration on the ingress interfaces. In addition, only Gigabit Etherne
capable interfaces support DSCP-to-threshold mapping.

Example 6-29 illustrates sample interface configurations for DSCP mapping to tail-drop thresholds.
GigabitEthernetO/1 is the ingress interface, whereas GigabitEthernet0/2 is the egress interface of tl
flow. Ingress packets with DSCP values 40 and 46 on GigabitEthernet0/1 map to threshold 2. The 1
percentages are 50 percent and 100 percent, respectively.

Example 6-29. Sample Interface Configuration for Congestion Avoidance
Tail-Drop Thresholds

Current configuration : 198 bytes

!

interface G gabitEthernet0/1

swi tchport trunk encapsul ati on dot 1q
swi t chport node trunk

no i p address

Wrr-queue dscp-map 2 40 46

nterface G gabitEthernet0/2

swi tchport trunk encapsul ati on dot 1q
swi t chport node trunk

no i p address

m s gos trust dscp

wrr-queue threshold 1 50 100



WRED Drop

With the tail-drop congestion avoidance mechanism, the Catalyst 3550 Family of switches drops p¢
when queues reach a certain percentage threshold or become full. The use of tail drop may result i
undesirable behavior of applications that specifically use TCP/IP. When a queue becomes full or rec
certain percentage for packets matching a specific threshold, the tail drop instantaneously drops ps
until the respective queue is no longer full. When these packet drops occur, TCP/IP applications rec
bandwidth accordingly. When the queue is no longer full and able to accept more packets, howevel
applications begin to increase throughput, which results in another full transmit queue condition. T
the transmit queue more effectively and prevent TCP/IP from increasing and decreasing throughpu
relatively the same time, the condition also known as global synchronization of TCP, the Catalyst 3!
Family of switches supports WRED. Chapter 2, in the "Congestion Avoidance" section, discusses gl¢
synchronization of TCP in more detail.

The Catalyst 3550 Family of switches uses the WRED algorithm to randomly drop packets in a tran
queue before thresholds and queue full conditions. In this manner, multiple TCP/IP applications rat
reduce bandwidth instead of simultaneously reducing the transmit rate. Tail-drop conditions may s
when using the WRED algorithm under periods of considerable congestion, low-percentage threshc
or with applications that do not decrease throughput accordingly. A practical example is using WRE
handle congestion on an interface to a core switch that carries multiple file transfers and voice app
traffic. To prevent congestion of higher-priority traffic and prevent all the file transfers from throttl
bandwidth at the same time, WRED provides the best solution over tail dropping.

Configuration and implementation of WRED mirrors tail drop. The Catalyst 3550 Family of switches
two configurable thresholds that signify percentages to randomly discard packets. In this manner,
switch is configurable to allow for random drop of packets with a lower priority over packets with a
priority. The switch CLI refers to these thresholds as thresholds-1 and thresholds-2, respectively. T
Catalyst 3550 Family of switches employs assignment to thresholds strictly based on internal DSCF
ingress interface determines the egress tail-drop threshold mapping and this configuration is only ¢
to Gigabit Ethernet-capable interfaces. As a result, the switch treats all ingress packets from Fast E
interfaces with the threshold-2 configuration.

To configure the egress interface for WRED, use the following command:

wrr - queue random detect max-threshol dqueue-id threshol d- percentagel threshol d-perc

queue-id refers to the respective transmit queue, 1 through 4. threshold-percentagel and threshol
percentage2 refer to the tail-drop percentage thresholds, respectively. Valid percentages are in the



to 100.

To configure the ingress interface for threshold mapping, use the following interface configuration
command:

wrr - queue dscp-mapthreshold-id dscpl ... dscp8

threshold-id represents a number 1 or 2 for threshold-precentagel or 2, respectively. dscpl ... dscf
represents up to eight DSCP values for threshold mapping.

Example 6-30 shows a sample interface configuration for DSCP mapping to WRED thresholds.
GigabitEthernetO/1 is the ingress interface, whereas GigabitEthernet0/2 is the egress interface of tl
flow. Ingress packets with DSCP values 40 and 46 on GigabitEthernet0/1 map to threshold 2. The 1
percentages are 50 percent and 100 percent, respectively.

Example 6-30. Sample Interface Configuration for Congestion Avoidance
WRED Thresholds

Current configuration : 198 bytes

!

interface G gabitEthernet0/1
swi tchport trunk encapsul ati on dot 1q
swi t chport node trunk
no i p address

Wrr-queue dscp-map 2 40 46

interface G gabitEthernet0/2
swi tchport trunk encapsul ati on dot 1q

swi t chport node trunk



no i p address

m s qos trust dscp

wWrr-queue randomdetect nmax-threshold 1 20 90
W r - queue random detect nmax-threshold 2 25 100

Wrr - queue random detect nmax-threshold 3 50 100

Use the following command to gather statistics about queue drops per threshold:

show m's qos interface [interface_nane]statistics

Example 6-31 illustrates sample output from the show mls qos interface statistics command fol
statistics.

Example 6-31. Sample Output from the show mls gos interface statistics
Command for WRED Statistics

Swi tch#show m's qos int gig0/1 statistics

G gabi t Et hernet0/ 1

I ngress

dscp: incom ng no_change classified policed dropped (in bytes)
O hers: 0 0 0 0 0
Egr ess

dscp: incom ng no_change classified policed dropped (in bytes)
Ot hers: 547610028 n/a n/a 0 0

WRED drop counts:



qid threshl t hresh2 FreeQ

1 : 385873 7637384 511

2:0 0 1024
3:0 0 1024
4 : 0 0 1024

Transmit Queue Size

The Catalyst 3550 Family of switches allows for transmit queue size manipulation on a per-queue |
Gigabit Ethernet-capable interfaces. By default, each queue receives 25 percent of the transmit que
the time of publication, the Catalyst 3550 Family of switches supports 4096 packet queues per Gigi
Ethernet interface; subsequently, each queue receives 1024 packet queues per Gigabit Ethernet ini
Queue size manipulation is useful when wanting to increase or decrease queue sizes based on prot
application. For example, queuing large amounts of voice and live video is not necessary. By the ti
voice or video arrives at the destination, the application will most likely discard the packets. Hearir
delayed audio or seeing delayed video for live sources such as IP telephony is undesirable. Nevertr
data transfers are less sensitive to delay. As a result, storing a fair amount of data packets in a que
not affect the performance of the data-centric applications.

A practical example is to minimize the queue size for delay-sensitive applications such as voice anc
while utilizing larger queue sizes for data transfers. To configure the percentage of transit queues ¢
each queue, use the following interface command:

wWrr-queue queue-limtweightl weight2 weight3 weight4

Use the following formula to determine the queue size for a Gigabit Ethernet interface:
(W/S) *Q=n

W represents the WRR weight of the queue, and S represents the sum of all weights of the active q
is the total queue size of the outgoing interface. Gigabit Ethernet interfaces on the Catalyst 3550 F.
switches utilize 4096 packet buffers. n represents the queue size per queue.

For example, each queue, 1 through 4, is assigned the following queue size weights on a Gigabit E
interface, respectively:

10 20 3040



TheS of the weights is 100. As a result of this configuration, each interface configures for the follow
queue sizes:

Queue 1: 410
Queue 2: 820
Queue 3: 1228
Queue 4: 1638

Because of hardware implementation, the Catalyst 3550 Family of switches rounds the queue size 1
closest configurable queue size. Use the show mls qos interfaceinterfacestatistics command wh
port is in the shutdown state to view the exact queue size provided by the hardware.

Minimum Buffer Size for Fast Ethernet Interfaces

The Catalyst 3550 Family of switches supports configuration of minimum buffer size for Fast Etherr
interfaces. The buffer size manipulation allows for adjusting the buffer queue size for different type
traffic. Generally, time-sensitive data such as VolP traffic requires smaller queue sizes to avoid jitt
whereas large data transfer of images and files benefits from larger queue size.

The Catalyst 3550 Family of switches uses globally configured, minimum buffer levels for applicatic
Ethernet interfaces. These switches support up to 8 distinct buffer levels, and each buffer level den

packet buffer size in a range of 10 to 170 packets. Use the following global command to configure 1
minimum buffer levels:

[no] M s gqos min-reservem n-reserve-level mn-reserve-buffersize

min-reserve-level represents of the eight global configurable buffer levels, and min-reserve-buffers
represents the buffer size in number of packets.

To attach the mim-reserve-level to an interface queue, use the following command:

[no]wrr-queue mn-reservequeue-id mn-reserve-|evel



queue-id represents the interface transmit queue; min-reserve-level refers to the global minimum |
level to attach to the transmit queue.

Use the following command to verify the minimum buffer level configuration:

show m's qos interface [interface_nane]buffers

Example 6-32 illustrates a user displaying a sample interface configuration using minimum buffer |
verifying the configuration. In this example, the switch uses small packet buffers for higher-priority
and larger packet buffers for low-priority traffic:

Example 6-32. User Verifying Configuration of Minimum Buffer Levels

Swi t ch#show runni ng-config
Bui | di ng configuration...

!

(text del eted)

!

ms gos mn-reserve 1 170
ms gos mn-reserve 7 20
ms gos mn-reserve 8 10

m s gos

interface FastEt hernet0/4

no i p address



m s gos trust dscp

Wrr - queue bandwi dth 10 20 30 40
Wrr-queue mn-reserve 2 5
Wrr-queue mn-reserve 3 7

Wrr-queue mn-reserve 4 8

(text del eted)
!
end
Swi t ch#show m's qos interface buffers
Fast Et hernet 0/ 1
M ni mum r eserve buffer size:
170 100 100 100 100 100 20 10
M ni mum reserve buffer |evel select:

1234



Auto-QoS

Auto-QoS eases the deployment of QoS on Catalyst switches by applying recommended QoS
configuration for typical networks, especially those deploying VolP. For the Catalyst 2950 Family
and Catalyst 3550 Family of switches, the Auto-QoS feature, as supported in 12.1.12c(EA1), aids
in configuration of QoS for classification, egress scheduling, and congestion management of VolP
traffic for Cisco IP telephony. Upcoming software versions will offer additional Auto-QoS
features.

Auto-QoS Classification

The Catalyst 2950 Family and 3550 Family of switches support two methods of classification
when Auto-QoS is enabled. The first method classifies traffic strictly based on ingress CoS.
Moreover, this configuration option just adds the trust CoS command to the interface for
classification purposes. This method is useful for classifying traffic for interfaces connecting other
switches.

The second method uses the trust Cisco IP Phone classification method as discussed in the "Trust
Cisco IP Phone Device" section of this chapter. In brief, this method trusts ingress CoS only
when a Cisco IP Phone is connected to an interface. This configuration option just adds the mls
gos trust device cisco-phone and mls qos trust cos commands to the interface for
classification.

To configure an interface for Auto-QoS of classification based on trust, use the following interface
command:

auto gos voip trust

To configure an interface for Auto-QoS of classification based on trust and whether a Cisco IP
phone is discovered on the interface, use the following interface command:

auto gqos voi p cisco-phone



Both of these classification options for Auto-QoS trust CoS for ingress frames. With these
configuration, the switch classifies all untagged frames with a CoS value of zero regardless of the
DSCP value. As a result, Auto-QoS is not the method of choice for applying classification based
on DSCP or IP precedence.

Auto-QoS Congestion Management

Both the configuration options discussed in the preceding section also configure the Catalyst
2950 Family and Catalyst 3550 Family of switches for congestion management.

Foremost, the Auto-QoS feature modifies the CoS-to-DSCP mapping resulting in the nondefault
internal DSCP values for classified frames. On the Catalyst 2950 Family of switches, the CoS-to-
DSCP mapping is a global configuration. On the Catalyst 3550 Family of switches, the CoS-to-
DSCP mapping is an interface configuration. The nondefault CoS-to-DSCP mapping is a follows
for CoS values O through 7, respectively: 0 8 16 26 32 46 48 56. In addition, Auto-QoS
configures both switches for mapping CoS 5 to queue 4.

In addition, the Auto-QoS feature modifies egress scheduling such that the switch only uses
three egress transmission queues. The Auto-QoS feature achieves this configuration by assigning
CoS value 5 to queue 4; CoS values 3, 6, and 7 to queue 3; and CoS values 0O, 1, and 2 to queue
1. The Auto-QoS feature assigns the CoS value of 5 to queue 4, the expedite queue, because
Cisco IP Phones mark voice traffic with CoS value 5. The Auto-QoS assigns CoS value 3 along
with the CoS value 6 and 7, which are used by routing protocols and spanning-tree bridge
protocol data units (BPDUs), because Cisco IP Phones mark control traffic with a CoS value of 3.

Auto-QoS also assigns different weights for WRR to each queue. For the Catalyst 2950, queuing
is based on strict priority for queue 4. Therefore, queue 4 does not receive a weighted value.
Similarly, for the Catalyst 3550 Family of switches, Auto-QoS configures queue 4 as the expedite
queue. On both switches, queue 3 and queue 1 receive weights of 80 percent and 20 percent,
respectively.

Finally, on the Catalyst 3550, Auto-QoS adjusts the buffer size of the Gigabit Ethernet and Fast
Ethernet interface queues. The higher-priority queues receive a smaller queue size, whereas the
lower-priority queues receive a larger queue size. This algorithm is used because high-priority
traffic is affected by jitter and queuing packets increases jitter. Furthermore, data traffic
occupying lower-priority queues is less affected by jitter; therefore, storing more packets
prevents excessive drops while maintaining low-priority service.

In summary, the Auto-QoS provides a macro for configuring classification and congestion
management based on trusting CoS for all ingress frames or only on interfaces connected to
Cisco IP Phones.

Auto-QoS on the Catalyst 2950 Family and Catalyst 3550 Family of switches adds the following
configuration commands as illustrated in Tables 6-8 to 6-12 in software version 12.1.12c(EA1):

Table 6-8. Catalyst 2950 Auto-QoS-Added Global Configuration
Commands



wrr-queue bandwidth 20 1 800
wrr-queue bandwidth 20 1 800
wrr-queue cos-map 10124
wrr-queue cos-map 3367
wrr-queue cos-map 4 5

mls qos map cos-dscp O 8 16 26 32 46 48 56

Table 6-9. Catalyst 2950 Auto-QoS-Added Interface Configuration
Commands

mls gos trust cos

mls gos trust device cisco-phone

Themls qos trust device cisco-phone command is only added by Auto-QoS when the
interface is configured for the cisco-phone option.

Table 6-10. Catalyst 3550 Auto-QoS-Added Global Configuration
Commands

mIls gos map cos-dscp O 8 16 26 32 46 48 56
mls gos min-reserve 5 170

mls gos min-reserve 6 10

mls gos min-reserve 7 65

mls gos min-reserve 8 26

mls qos

Table 6-11. Catalyst 3550 Auto-QoS-Added Gigabit Interface
Configuration Commands



mls gos trust cos

mls gqos trust device cisco-phone
wrr-queue bandwidth 20 1 800
wrr-queue queue-limit 80 1 20 1
wrr-queue cos-map 10124
wrr-queue cos-map 3367
wrr-queue cos-map 4 5

priority-queue out

Table 6-12. Catalyst 3550 Auto-QoS-Added Fast Ethernet Interface
Configuration Commands

mls gos trust cos

mls gos trust device cisco-phone
wrr-queue bandwidth 20 1 800
wrr-queue min-reserve 1 5
wrr-queue min-reserve 2 6
wrr-queue min-reserve 3 7
wrr-queue min-reserve 4 8
wrr-queue cos-map 10124
wrr-queue cos-map 336 7
wrr-queue cos-map 4 5

priority-queue out

Auto-QoS supports a debug output that displays all commands applied globally and to each
interface upon configuration of Auto-QoS on an interface. Use the following debug command to
display this output:

debug aut ogos

In addition, use the following command to display all configuration commands previously added



by Auto-QoS:

show aut o gos



Case Study

Figure 6-12 shows several QoS features in a campus network topology. To illustrate several QoS
features in a single case study, this case study exaggerates the practicality of the use of QoS in

this topology.

Figure 6-12. Case Study Topology
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Example 6-33 illustrates the configuration for the Catalyst 2950s in Figure 6-12. A review of the
configuration follows the example.

Example 6-33. Catalyst 2950 Case Study Configuration



Swi t ch#show runni ng-config
Bui | di ng configuration..

!

(text del eted)

!

W r - queue bandwi dth 10 20 30 40
Wrr-queue cos-map 1 0 1
Wrr-queue cos-map 2 2 3
Wrr-queue cos-map 3 4

wWrr-queue cos-map 4 5 6 7

class-map match-all MATCH FI LE_SHARI NG

mat ch access-group 100

pol i cy-map RATE_LIM T_FI LE_SHARI NG
cl ass MATCH FI LE_SHARI NG

pol i ce 8000000 8192 exceed-action drop

(text del eted)

!
interface FastEthernet0O/1

swi tchport access vlan 2

swi tchport voice vlian 701

no i p address

service-policy input RATE_LIM T_FI LE_SHARI NG

m's qos trust device cisco-phone



m s gos trust dscp

spanni ng-tree portfast

(text del eted)

!

interface G gabitEthernet0/1
swi tchport node trunk
no i p address

m s gos trust dscp

(text del eted)

access-list 100 permt tcp any any eq 29999

(text del eted)

end

The Catalyst 2950s in Figure 6-12 act as access layer switches and configure identically. These
switches aggregate access ports for Cisco IP Phones and workstations. In this topology, the
workstations connect directly to the Cisco IP Phones. Because the Cisco IP Phones assign a DSCP
value of 46 to all egress voice frames, an ideal configuration is to trust DSCP of ingress frames
on the switch interface when a Cisco IP Phone is attached. As a result, the sample configuration
uses the trust dscp command based on an attached Cisco IP Phone. The commands mls gos
trust device cisco-phone and mls qos trust dscp achieve this configuration.

Furthermore, to isolate the VolP traffic into a separate VLAN, the configuration applies voice
VLANSs; the example uses VLAN 701 for voice traffic and VLAN 2 for all workstation traffic. The
spanning-tree portfast configuration command tells the switch to immediately forward frames
on linkup instead of waiting on spanning-tree convergence.

The design uses a policer to limit the amount of file-sharing traffic received on each port. The
policer classifies the file-sharing traffic on TCP port 29999 and limits the traffic to 8 Mbps ingress
on each interface.

For output scheduling, the design uses WRR for all interfaces with each queue 1 through 4
getting 10 percent, 20 percent, 30 percent, and 40 percent of the egress bandwidth,



respectively. In addition, all frames with a CoS value of 5 are designated to the highest queue 4.
Because all VoIP traffic uses CoS 5 by default, CoS 5 frames were chosen for queue 4.

Example 6-34 illustrates the configuration for the Catalyst 3550s in Figure 6-12. A review of the
configuration follows the example.

Example 6-34. Catalyst 3550 Case Study Configuration

Swi t ch#show runni ng-config

Bui | di ng configuration..

|

(text deleted)

|

m s qos map dscp-nutation 40 _down_32 40 to 32

ms qos map policed-dscp 12 34567 8to0

m s gos map policed-dscp 9 10 11 12 13 14 15 16 to O
m s gos map policed-dscp 17 18 19 20 21 22 23 24 to O
m s gos map policed-dscp 25 26 27 28 29 30 31 32 to O
m s gos map policed-dscp 33 34 35 36 37 38 39 to O

m s gos map policed-dscp 40 41 42 43 44 45 46 47 to 1
m s gos map policed-dscp 48 49 50 51 52 53 54 55 to 1
m s qos map policed-dscp 56 57 58 59 60 to 1

m s gos map policed-dscp 61 62 63 to 2

class-map match-all RESTRI CT_I NTERNET_ONLY

mat ch access-group 151

pol i cy-nmap RESTRI CT_I NTERNET

cl ass RESTRI CT_I NTERNET_ONLY



pol i ce 10000000 16000 exceed-action policed-dscp-transmt

interface G gabitEthernet0/1

ip address 10.1.1.0 255.255. 255. 248

m s gos trust dscp

servi ce-policy input RESTRI CT_I NTERNET
wrr-queue random detect max-threshold 1 20 100
wrr-queue random detect max-threshold 2 40 100
Wrr-queue cos-map 4 5

priority-queue out

nterface G gabitEthernet0/2

ip address 10.1.2.0 255.255. 255. 248

m s gos trust dscp

servi ce-policy input RESTRI CT_I NTERNET
wrr-queue random detect max-threshold 1 20 100
wrr-queue random detect nmax-threshold 2 40 100
Wrr-queue cos-map 4 5

priority-queue out

nterface G gabitEthernet0/3

i p address 10.10. 1.2 255.255.255.0

m s gos trust dscp

servi ce-policy input RESTRI CT_I NTERNET
wrr-queue random detect nmax-threshold 1 20 100

wrr-queue random detect nmax-threshold 2 40 100



Wrr-queue cos-map 4 5
priority-queue out

standby 101 ip 10.10.1.1

nterface G gabitEthernet0/4

swi tchport trunk encapsul ati on dot 1q
swi t chport node trunk

i p address 10.10. 2.2 255.255.255.0

m s gos trust dscp

servi ce-policy input RESTRI CT_I NTERNET
wrr-queue random detect max-threshold 1 20 100
wrr-queue random detect max-threshold 2 40 100
Wrr-queue cos-map 4 5

priority-queue out

standby 102 ip 10.10.2.1

nterface G gabitEthernet0/5

swi tch access vlan 5

swi t chport node access

ip address 10.11.1.1 255.255. 255. 252

m s gos trust dscp

m s gqos dscp-nutation 40 _down_32

servi ce-policy input RESTRI CT_I NTERNET

W r-queue random detect max-threshold 1 20 100
W r-queue random detect nmax-threshold 2 40 100
Wrr-queue cos-map 4 5

priority-queue out



(text del eted)

access-list 151 permt ip any 10.0.0.0 0.0.0. 255
access-list 151 permit ip 10.0.0.0 0.0.0.255 any
access-list 151 permt ip any 172.16.0.0 0.0. 255. 255

access-list 151 permt ip 172.16.0.0 0.0.255. 255 any

(text del eted)

end

The Catalyst 3550s in Figure 6-12 act as distribution layer switches, and both Catalyst 3550s
configure identically except for IP addresses. These switches aggregate access layer switches for
distribution into the core. As a result, the design utilizes the Catalyst 3550s as IP routers; hence,
the IP addresses on the Gigabit Ethernet interfaces.

Because these Catalyst 3550s act as distribution switches on interfaces GigabitEthernetO/1
through 0/4, there is no need to reclassify traffic. As a result, these switches accept the
classification and marking done by the access layer Catalyst 2950 switches and the core Catalyst
6500 switches.

The switch mutates DSCP from the router connected to interface GigabitEthernetO/5. The DSCP
mutations mark down frames with DSCP values of 40 to 32. In effect, this configuration is
marking down IP precedence values of 5 to 4. The goal of this configuration is to reduce the
priority of traffic originating from networks connected off the router.

With regard to policing, the distribution switches are responsible for limiting traffic destined
strictly for the Internet. The campus network uses the private network addresses, 10.0.0.0/8 and
172.16.0.0/16, for all intranet traffic. As a result, the Catalyst 3550 switches rate limits the
Internet traffic to 100 Mbps per link to each core switch. The design uses the Catalyst 3550
rather than the Catalyst 2950 for limiting intranet traffic due to the larger number of ACLs and
ACL options supported on the Catalyst 3550 Family of switches.

For congestion management, the design uses WRR for each interface with bandwidth
configurations of 100 Mbps, 200 Mbps, and 300 Mbps for each transmit queue 1 through 3. The
switch transmits traffic occupying queue 4 before the switch services any other queue because it
is configured as a priority queue. As a result, the WRR bandwidth associated with this queue has
no meaning. For queues 1 through 3, using WRR with the configured bandwidth parameters
allows for higher-priority traffic to consume more bandwidth per interface. Furthermore, each
interface employs the use of congestion avoidance through WRED. Only the low-priority queues
drop traffic at specific thresholds.

This configuration assists in avoiding congestion on a per-queue basis. Finally, the wrr-queue



cos-map 4 5 configuration informs the switch to map CoS 5 traffic to transmit queue 4. Because
CoS 5 traffic usually represents VolIP traffic, the ideal situation is to transmit the traffic with strict
priority.



Summary

The Catalyst 2950 Family of switches provides for a wide range of QoS features suited
specifically for access layer implementation. You can summarize QoS feature support on the
Catalyst 2950 Family of switches as follows:

Classification, marking, and policing require the El software.

Support exists for classification based on port CoS configuration, trusting configuration,
and ACLs.

Per-port ingress policing is supported.
DSCP-to-CoS mapping table is configurable on a global basis.
Output scheduling uses strict-priority queuing by default.

WRR scheduling is configurable as an alternative to strict-priority queuing.

The Catalyst 3550 Family of switches provides for a wide range of QoS features suited
specifically for access layer and distribution layer implementation. You can summarize QoS
feature support on the Catalyst 3550 Family of switches as follows:

No QoS feature differences exist between SMI and EMI software versions.

Support exists for classification based on port CoS configuration, trusting configuration,
and ACLs.

Ingress and egress policing is supported on individual interfaces.

A variant of VLAN-based policing exists as per-port VLAN-based policing.
The DSCP-to-CoS mapping table is configured on a per-interface basis.
Congestion management uses WRR with a strict-priority queuing option.

Congestion avoidance utilizes the tail-drop and WRED techniques.



Chapter 7. QoS Features Available on the
Catalyst 4000 IOS Family of Switches and
the Catalyst G-L3 Family of Switches

This chapter continues the tour of QoS feature support on Catalyst switches. This chapter covers
two distinct product lines, the Catalyst 4000 10S Family of switches and the Catalyst G-L3
Family of switches. The Catalyst 4000 10S Family of switches encompasses any Catalyst 4000
chassis with a Supervisor 111 or IV Engine. The Catalyst G-L3 switches includes the Catalyst
2948G-L3, 4908G-L3, and the Catalyst WS-X4323-L3 (the Layer 3 services module for a Catalyst
4000 switch). Table 7-1 describes the various Catalyst 4000 platforms. Table 7-1 is identical to
Table 3-7 in Chapter 3, "Overview of QoS Support on Catalyst Platforms and Exploring QoS on
the Catalyst 2900XL, 3500XL, and Catalyst 4000 CatOS Family of Switches," and is included here

for quick reference.

Table 7-1. Catalyst 4000 CatOS Versus Cisco 10S Software Platform

Matrix

Catalyst 4000 Model

Reference Family

Description

Catalyst 2948G

Catalyst 4000 CatOS

48-port 10/100BASE-TX switch ports + 2
1000BASE-X GBIC[Z switch ports

Catalyst 2980G

Catalyst 4000 CatOS

80-port 10/100BASE-TX switch ports + 2
1000BASE-X GBIC switch ports

Catalyst 2980G-A

Catalyst 4000 CatOS

80-port 10/100BASE-TX switch ports + 2
1000BASE-X GBIC switch ports

Catalyst 2948G-L3

Catalyst G-L3 Switch

48-port 10/100BASE-TX + 2 1000BASE-X
GBIC Layer 3 switche ports

Catalyst 4003 + WS-
X4012 Supervisor |
Engine

Catalyst 4000 CatOS

3-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2 supervisor

Catalyst 4006 + WS-
X4013 Supervisor |1
Engine

Catalyst 4000 CatOS

6-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2 supervisor

Catalyst 4006 + WS-
X4014 Supervisor |11
Engine

Catalyst 4000 10S

6-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor

Catalyst 4006 + WS-
X4515 Supervisor IV
Engine

Catalyst 4000 10S

6-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor




Catalyst WS-X4232-L3
Layer 3 Services Module

Catalyst G-L3 Switch

Layer 3 router module for Catalyst 4003
and 4006 chassis with Supervisor | or 11
Engine

Catalyst 4503 + WS-
X4013 Supervisor 111
Engine

Catalyst 4000 CatOS

3-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2 supervisor

Catalyst 4503 + WS-
X4014 Supervisor 111
Engine

Catalyst 4000 10S

3-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor

Catalyst 4503 + WS-
X4515 Supervisor IV
Engine

Catalyst 4000 10S

3-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor

Catalyst 4506 + WS-
X4014 Supervisor 111
Engine

Catalyst 4000 10S

6-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor

Catalyst 4506 + WS-
X4515 Supervisor 1V
Engine

Catalyst 4000 10S

6-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor

Catalyst 4507R + WS-
X4515 Supervisor 1V
Engine

Catalyst 4000 10S

7-slot modular chassis + 2 1000BASE-X
GBIC ports on Layer 2/3 supervisor

Catalyst 4840G

Catalyst Layer 3 server
load-balancing switch

40-port 10/100BASE-TX + 1000BASE-X
GBIC Layer 3 server load-balancing
switch

Catalyst 4908G-L3

Catalyst G-L3 Switch

12-port 1000BASE-X GBIC Layer 3 switch

Catalyst 4912G

Catalyst 4000 CatOS

12-port 1000BASE-X GBIC Layer 3 switch

[*]1 GBIC = Gigabit interface converter

This chapter provides information about architecture, supported QoS features, configuration
examples, and case studies for both the Catalyst 4000 10S Family of switches and the Catalyst

G-L3 Family of switches.




QoS Support on the Catalyst 4000 IOS Family of Switches

QoS feature support on the Catalyst 4000 10S Family of switches surpasses those features support
Catalyst 4000 CatOS Family of switches. Tables 3-1 through 3-5 in Chapter 3 summarize the genel
feature support on the Catalyst 4000 10S Family of switches.

Specifically, the first section of this chapter covers the following topics and QoS features supported
Catalyst 4000 10S Family of switches:

e Architecture Overview

e Software Requirements

¢ Global Configuration

e Input Scheduling

e Internal DSCP

e Classification and Marking
¢ ACL-based Classification
e Policing

e Congestion Management
e Auto-QoS

e Case Study

Catalyst 4000 I0OS Family of Switches QoS Architectural Overview

The Catalyst 4000 10S Family of switches bases packet-processing performance solely on the use ¢
content addressable memory (TCAM). Packet processing includes application of QoS rules utilizing
These switches also use TCAM for Layer 2 lookups, Layer 3 lookups, Layer 3 rewrite information, al
control list (ACL) processing. The use of TCAM in this manner allows the Catalyst 4000 10S Family
switches to achieve line-rate performance at 64 Gbps.

The use of TCAM and the unique architecture of the Catalyst 4000 10S Family of switches allows fo
application of QoS rules while maintaining line-rate performance for nonblocking ports. Table 3-9 i
3 discusses which front-panel ports are nonblocking per line card. The switches' architecture proce:
packet against all QoS rules regardless of whether any configured QoS rules exist. A default QoS rt
exists for application to every packet processed. As a result, when the switch subjects packets to Q
and processing, no change occurs in system performance. This behavior holds for ACL processing &

The industry term hardware switching refers to the discussed use of the TCAM component for packe
processing. If the switch is unable to hardware switch a packet, the CPU must process the packet it
The term software switched describes the packet processing orchestrated by an onboard CPU. An o
CPU employs Cisco 10S Software for instruction on how to process and forward packets. Packets h:
the CPU experience lower packet-processing performance compared to hardware-switched packets
of the limited speed of the onboard CPU. In relation to QoS on the Catalyst 4000 10S Family of swi
packet processing needs to occur in hardware, because of the limited software-switching performai



CPU. A trade-off of utilizing TCAM for the line-rate performance is that hardware switching does no
all the Cisco 10S QoS features available in the latest Cisco 10S Software versions. Hardware switct
supports a subset of Cisco 10S QoS features for packet processing. The content of this chapter foct
on QoS features that support hardware switching. In addition, TCAM is a limited resource varying
platform. The resource limitations affect the size and number of ACLs entries and policy maps allov
that do not fit into TCAM are not executed on the Catalyst 4000 10S Family of switches. Chapter 6,
Features Available on the Catalyst 2950 and 3550 Family of Switches," presents the first platform 1
TCAM for QoS features. This chapter includes more detailed information on the TCAM architecture.
depicts the logical model of QoS packet flow in a Catalyst 4000 10S switch. Later sections refer to 1

Figure 7-1. Logical QoS Architecture for the Catalyst 4000 10S Famil
Switches
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Because of the QoS features supported on the Catalyst 4000 10S Family of switches, these switche
into an end-to-end QoS design as core, distribution, or access layer switches. Networks that requir
than 64 Gbps or 48 Mpps in the core need to use the Catalyst 6500 platform instead. Figure 7-2 illi
sample network design using a Catalyst 4000 10S switch in the distribution layer.

Figure 7-2. Sample Network Topology Using Catalyst 4000 10S Switc
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Software Requirements

All versions of the Catalyst 4000 10S Software support QoS features. Several QoS attributes differ
the existing software versions. The initial releases of the Cisco 10S Catalyst 4000 software are Cisc
versions 12.1(8a)EW and 12.1(8a)EW1. A notable software change applicable to QoS occurs in Cis
Software version 12.1(11b)EW1. In the original software versions, the switch counts packet drops
from transmit queue overflow as output errors. In 12.1(11b)EW1 and later software versions, the ¢
counts output queue buffer drops as output drops rather than output errors. Example 7-1 compare
switch counts output queue drops in 12.1(8a)EW and 12.1(8a)EW1 versus 12.1(11b)EW1 and latel
versions.

Example 7-1. Transmit Buffer Overflow Counter Differences Between Sof
Versions 12.1(8a)EW and 12.1(8a)EW1 and Later Versions

! 12.1(8a)EW

Swi t ch#show i nterface FastEthernet 6/1



FastEthernet6/1 is up, line protocol is up
Har dware is Fast Ethernet Port, address is 0007.508b.84e0 (bia 0007.508b. 84e0)
MIu 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsul ati on ARPA, | oopback not set
Keepal i ve set (10 sec)
Ful | - dupl ex, 100Md/ s
i nput flowcontrol is off, output flowcontrol is off
ARP type: ARPA, ARP Ti neout 04:00: 00
Last input never, output never, output hang never
Last clearing of "show interface" counters never
I nput queue: 0/2000/0/0 (sizel/max/drops/flushes); Total output drops: O
Queueing strategy: fifo
Qut put queue: 0/40 (sizel/ max)
5 mnute input rate O bits/sec, 0 packets/sec
5 mnute output rate O bits/sec, 0 packets/sec
373781138 packets input, 2447156352 bytes, 0O no buffer
Recei ved 11 broadcasts, O runts, O giants, O throttles
4 input errors, 1 CRC, O frame, O overrun, O ignored
0 i nput packets with dribble condition detected
926574 packets output, 76097292 bytes, 0 underruns
3120970731 output errors, O collisions, O interface resets
0 babbles, O late collision, O deferred
1 lost carrier, O no carrier
O output buffer failures, O output buffers swapped out
! 12.1(11b) EWM and Later
Swi t ch#show i nterface FastEthernet 6/1

FastEthernet6/1 is up, line protocol is up



Hardware is Fast Ethernet Port, address is 0007.508b.84e0 (bia 0007.508b. 84€e0)
MIU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsul ati on ARPA, | oopback not set
Keepal i ve set (10 sec)
Ful | - dupl ex, 100Mo/ s
input flowcontrol is off, output flowcontrol is off
ARP type: ARPA, ARP Tinmeout 04:00: 00
Last input never, output never, output hang never
Last clearing of "show interface" counters never
I nput queue: 0/2000/0/0 (sizel/max/ drops/flushes); Total output drops: 250355824
Queueing strategy: fifo
CQut put queue: 0/40 (sizel max)
5 mnute input rate 0 bits/sec, 0 packets/sec
5 mnute output rate 0 bits/sec, 0 packets/sec
373781138 packets input, 2447156352 bytes, 0 no buffer
Recei ved 11 broadcasts, O runts, O giants, O throttles
O input errors, 0 CRC, O frame, O overrun, O ignored
0 input packets with dribble condition detected
926574 packets output, 76097292 bytes, 0 underruns
0 output errors, O collisions, O interface resets
0 babbles, 0 late collision, O deferred
1 lost carrier, 0 no carrier

0 output buffer failures, 0 output buffers swapped out

Moreover, Cisco 10S Software version 12.1(11b)EW adds support for voice VLANs and inline powetr
Cisco 10S Software version 12.1(12c)EW adds the ability to disable the IP header differentiated set
(DiffServ)codepoint (DSCP) rewrite functionality. The switch rewrites the IP header DSCP by defaul
Disabling the rewrite feature prevents all untrusted ports from rewriting DSCP to zero. In addition,
ignores any port DSCP configuration or marking, because the policing with the IP header DSCP rew



functionality is disabled.

Use the following command to enable and disable the QoS IP header DSCP rewrite functionality:

[no]qgos rewite ip dscp

Global Configuration

The Catalyst 4000 10S Family of switches requires QoS to be enabled globally for the switch to exe
QoS configurations. To enable QoS globally on the Catalyst 4000 10S Family of switches, enter the
command in the global configuration mode:

[ no] qos

Example 7-2 illustrates a user globally enabling QoS and verifying the configuration on a Catalyst «
switch.

Example 7-2. Enabling and Viewing QoS Feature Support on a Catalyst 4(
Switch

Swi t ch#config terni nal
Swi t ch(confi g) #qos

Swi t ch(confi g) #end

Swi t ch#show gos

QS is enabled globally



| P header DSCP rewrite is enabl ed

The global QoS configuration applies to all interfaces by default. However, the Catalyst 4000 10S F
switches supports disabling of QoS on a per-interface basis. The same command, no qos disables
per-interface basis. Example 7-3 shows a user disabling QoS feature support on interface FastEthe

Example 7-3. Disabling QoS Feature Configuration on a Per-Interface Bas

Swi t ch#config terni nal
Swi tch(config)#interface FastEthernet 1/1
Swi t ch(confi g)#no qos

Swi t ch(confi g) #end

Input Scheduling

As with the Catalyst 4000 CatOS switches, the Catalyst 4000 10S Family of switches does not supp
scheduling and performs only FIFO queuing of ingress packets. For line-module ports that are nont
FIFO queuing does not pose a significant issue. Nonblocking line-module ports can deliver traffic tc
switching fabric at line rate. Oversubscribed ports share bandwidth and data transmit contention ir
two to eight ports, depending on line module. Chapter 3 in the "Input Scheduling" section discusse
scheduling as it relates to the Catalyst 4000 platform in general. Chapter 3 also includes Table 3-9
4000 Line Modules Architecture," which discusses whether line modules are nonblocking and the
oversubscription architecture.

Internal DSCP

The Catalyst 4000 10S Family of switches represents all frames with an internal DSCP value. This i
DSCP value characterizes packet priority as the frame traverses the switch. Internal DSCP values r
0 to 63, which is the same as the DiffServ specification for DSCP discussed in RFC 2474 and 2475.
processing involves policing, marking, and congestion management of packets using internal DSCF
differentiating services.

By default, Cisco IP Phones mark RTP packets with a DSCP value of 46. On trusted ports, the switc
the internal DSCP value from the ingress DSCP. Placing these Cisco IP Phones' Voice over IP (VoIP)
into a strict priority queue illustrates an example of differentiating service using internal DSCP.

The switch must determine internal DSCP values for all ingress packets. Many parameters exist for
determining internal DSCP values. These parameters include ingress packet's DSCP or class of serv
value, trusting configuration, static port DSCP or CoS configuration, and ACL-based configurations.

The following section discusses the available parameters for determining internal DSCP and their r



to the QoS mapping tables.

Classification and Marking

Classification determines the internal DSCP value, which distinguishes packets as they traverse the
The switch uses internal DSCP values to make policing, marking, and output scheduling decisions.
Figure 7-1 for a logical diagram of QoS packet flow.

Classification is the primary focus of this section. For IP and non-IP traffic, several options exist for
classifying frames to a specific DSCP value. The following sections discuss these options.

Trusting DSCP

This section explains trusting DSCP on the Catalyst 4000 10S Family of switches. For a detailed exj
of the Cisco Catalyst trust concept, consult the Chapter 2, "End-to-End QoS: Quality of Service at L
Layer 2," section "Cisco Catalyst QoS Trust Concept."

The concept of trusting DSCP denotes that the switch uses an ingress frame's IP DSCP value to der
internal DSCP value. For example, frames received on a trusted interface with a DSCP value of 50
denote the internal DSCP value of 50.

Use the following interface command to configure an interface to trust DSCP on ingress packets:

qos trust dscp

Example 7-4 illustrates a sample configuration of a Catalyst 4000 10S switch interface configured t
DSCP values on ingress packets.

Example 7-4. Sample Configuration of an Interface Configured for Trustir

Swi t ch#show runni ng-config
Bui | di ng configuration...
(text deleted)

|

qos



(text deleted)

nterface FastEthernet6/1

swi tchport access vlan 2
gqos trust dscp
no snnp trap |ink-status

spanni ng-tree portfast

(text deleted)

end

For interfaces configured for trusting DSCP, the switch does not rewrite an ingress packet's CoS va
however, the egress CoS value of the final transmitted frame depends on the DSCP-to-CoS mappir
This chapter covers DSCP-to-CoS mapping tables for the Catalyst 4000 10S Family of switches in tl
titled "Mapping Internal DSCP to CoS."

NOTE

Because the DSCP value includes the IP precedence bits, all configurations use DSCP values r¢
than IP precedence values. A trust IP precedence configuration option does not exist on the C:
4000 10S Family of switches.

Trusting CoS

For the Catalyst 4000 10S switch, the notion for trusting CoS signifies that the switch derives the it
DSCP value from the CoS value of an ingress frame. The CoS-to-DSCP mapping determines exactly
CoS value maps to an internal DSCP value. For example, when trusting CoS, an ingress CoS value
to an internal DSCP value of 40 with the default CoS-to-DSCP mapping table.

In addition, the switch does not rewrite the DSCP value of the packet on ingress when configured f
CoS. The packet's DSCP is not rewritten by the switch on ingress since the internal DSCP value ser
classification parameter during packet-processing. Consequently, the egress DSCP value of the fine
transmitted frame depends solely on the internal DSCP. A multitude of factors determine the interr
including classification, marking, policing, and mapping tables. For example, a switch configured fc



CoS that receives frames on an interface with a DSCP value of 26 and a CoS value of 5, uses only t
value of 5 to derive the internal DSCP. Assuming default CoS to DSCP mapping, the switches calcu
internal DSCP as a value of 40. Without any marking occurring and assuming default DSCP to CoS
the DSCP value and CoS value of the egress frame will be 40 and 5, respectively.

Use the following interface command to configure an interface to trust CoS on ingress packets:

qos trust cos

Example 7-5 illustrates a Catalyst 4000 I0OS interface configured to trust CoS values for internal D¢
mapping on ingress packets.

Example 7-5. Sample Configuration of an Interface Configured for Trustir

Swi t ch#show runni ng-config
Bui | di ng configuration...
(text deleted)

|

gos

(text deleted)

!

interface FastEthernet6/1
swi tchport access vlan 2
gos trust cos

no snnp trap |ink-status

spanni ng-tree portfast



(text del eted)

end

Table 7-2 indicates the default CoS-to-DSCP mapping that occurs on ingress frames on an interfaci
configured for trusting CoS.

Table 7-2. Default CoS-to-Internal DSCP Mapping Table

CoS Vvalue 0 1 2 3 4 5 6

DSCPValue 0 8 16 24 32 40 48 !

The CoS-to-DSCP mapping table is configurable such that any ingress packet's CoS value may may
internal DSCP value. Use the following command to configure the CoS-to-DSCP mapping table:

gos map coscos-list to dscp

cos-list represents the CoS values to map to the configured DSCP value. The command accepts the
entries separated by a space.

For displaying the current configured CoS-to-DSCP mapping, use the following command:

show gqos maps cos dscp



Example 7-6 illustrates an example of a user displaying, configuring, and verifying the CoS-to-DSC
mapping table.

Example 7-6. Displaying, Configuring, and Verifying the CoS-to-DSCP Ma|
Table

Swi t ch#show gqos nmaps cos dscp
CoS- DSCP Mappi ng Tabl e
CoS: 0 1 2 3 4 5 6 7
DSCP: 0O 8 16 24 32 40 48 56
Swi t ch#configure term nal
Switch(config)#gos map cos 1 2 3 to dscp 35
Switch(config)#gos map cos 4 5 6 to dscp 45
Swi t ch(confi g) #end
Swi t ch#show gqos nmaps cos dscp
CoS- DSCP Mappi ng Tabl e
CoS: 0 1 2 3 4 5 6 7

DSCP: 0 35 35 35 45 45 45 56

To restore the CoS-to-DSCP mapping table back to the default configuration, use the following glot
configuration command:

no qos map cos to dscp



Untrusted Interfaces

The term untrusted port refers to an interface that does not utilize the DSCP or CoS value of an ing
for determining the internal DSCP value. Unlike the default behavior of the Catalyst 4000 CatOS sv
where all ports are trusted, the default behavior for all interfaces of a Catalyst 4000 10S switch is t
DSCP or CoS (that is, untrusted). As a result, the switch classifies the frame with an internal DSCP
zero by default. The terms portDSCPconfiguration and port CoS configuration identify untrusted po
well. Unless the switch changes the DSCP value of the frames by policing or marking, the egress ve
zero.

Use the following commands to configure a switch to override an untrusted interface with specific [
CoS values:

gqos dscpdscp_val ue

qos coscos_val ue

dscp_value and cos_value symbolize the DSCP or CoS value used in determining the internal DSCF

Example 7-7 illustrates a sample configuration of an interface configured for reclassifying the DSCF
40.

Example 7-7. Sample configuration of an Interface Configured for Reclas:
DSCP

Swi t ch#show runni ng-config
Bui | di ng configuration...

(text del eted)

!

interface FastEthernet6/1
swi tchport access vlan 2
gos dscp 40

no snnp trap |ink-status



spanni ng-tree portfast

(text del eted)

end

Non-IP Frames

IP frames contain bits for IP precedence and DSCP; non-IP frames do not include an IP header or t
precedence or DSCP. The Catalyst 4000 10S switch prioritizes packets based only on DSCP or CoS.
result, the switch classifies non-IP frames exclusively based on ingress CoS values or port CoS con
Trusting CoS is a valid configuration for non-1P frames. Port CoS configuration treats a port as unti
rewrites CoS values to a specified value. By default, the switch reclassifies the CoS value to zero. B
internal DSCP value does not require an IP header, the switch subsequently maps the configured o
CoS value to an internal DSCP value using the configurable CoS-to-DSCP mapping table. The prece
classification sections—"Trusting CoS" and "Untrusted Interfaces"—include examples for displaying
configuring, and verifying trusting CoS configurations and untrusted configurations.

Displaying Port Trust Configuration

To verify an interface trust configuration, use the following command:

show qos interface {{FastEthernetinterface-nunber} | {G gabitEthernetinterface-nun

"™ VLANvl an_id} | {Port-channel nunber}}

Example 7-8 displays a sample output of the show qos interfaceinterface_name command. This ¢
illustrates an interface configured for trusting DSCP. The output displays both the global and interf.
configuration. In addition, the command displays the trust port state as either DSCP, CoS, or untrt
the respective reclassification values for the untrusted configuration.

Example 7-8. Sample Output of the show gos interface Command



Swi t ch#show qos interface G gabitEthernet 1/1
QoS is enabled gl obally

Port QoS is enabl ed

Port Trust State: 'DSCP

Default DSCP: 0 Default CoS: O

Appliance trust: none

Tx- Queue Bandwi dt h ShapeRat e Priority QueuesSi ze

(bps) (bps) (packets)
1 250000000 di sabl ed N A 1920
2 250000000 di sabl ed N A 1920
3 250000000 di sabl ed nor mal 1920
4 250000000 di sabl ed N A 1920

The appliance trust field indicates the 802.1p trust configuration to communicate via Cisco Discove
(CDP) to a neighbor appliance. Appliance trust is the 10S term for extended trust, as discussed in (
The "Output Scheduling" section of this chapter discusses the transmit queues, bandwidth, and she
output.

ACL-Based Classification

Because the ultimate goal of classification is to determine the marking and scheduling of the frame
methods of classification exist. The Catalyst 4000 10S Family of switches allows for classification ol
packets based on standard, extended, and named IP ACLs in addition to the port trust configuratio
addition, the switches support classification occurring strictly on IP precedence values or DSCP valt
without the use of an ACL. ACL-based classification often inherits properties of the untrusted confic
because the switch does not use the packet's DSCP or CoS values for determining packet classifical

Chapter 5, "Introduction to the Modular QoS Command-Line Interface," elaborates on how to creat
implement class maps and policy maps and includes examples that show you how to do so. Consul
5 before reading the following "Class Map" and "Policy Map" sections. The following sections discus
maps and policy maps, with a focus on options supported by hardware switching.

Class Maps

As with mainline Cisco 10S Software, class maps label ACLs for application on policy maps. A limite
of available Cisco 10S class map match commands is available for hardware switching on the Cata
10S Family of switches. The following class map criteria are available for hardware switching:



Standard, extended, or named IP or MAC ACLs

IP precedence values

DSCP values

All packets MAC-address based ACL is also supported

To create class map clauses for ACL-based classification, use the following class map configuration
command:

mat ch access-group {acl _i ndex | naneacl _nane}

acl_index represents the ACL number and acl_name refers to a named ACL. Up to eight class claus
configurable per class map. Example 7-9 illustrates a user configuring a class map for matching pa
against either of two ACLs.

Example 7-9. User Configuring a Class Map Matching One of Two Configu
ACLs

Swi t ch#configure term nal

Enter configuration commands, one per line. End with CNTL/Z

Swi tch(config)#access-list 110 permt udp any host 10.1.1.2 eq 12000

Swi tch(config)#access-list 111 permt tcp any host 192.168.100.1 eq 50000
Swi t ch(confi g) #cl ass-map mat ch-any TEST

Swi t ch(confi g-cmap) #mat ch access-group 110

Swi t ch(confi g-cmap) #mat ch access-group 111

Swi t ch(confi g- cmap) #end

To configure IP precedence and DSCP value matching criteria, use the following class map commar
respectively:



match ip precedencei pp_valuel [ipp_value2 [ipp_val ueN]]

match ip dscpdscp_val uel [dscp_val ue2 [dscp_val ueN]]

To match against IP precedence or DSCP, you must use the qos trust dscp configuration on the ir
Otherwise, the switch uses the default or port DSCP configuration value.

Thematch-any class map configuration command configures the class map to match packets on at
Moreover, the match-all class map configuration command option configures the class map to ma
packets against all ACLs.

Example 7-10 shows a class map configured to match packets against several DSCP values.

Example 7-10. Class Map Configured to Match Against DSCP Values

Swi t ch#configure term nal

Enter configuration commands, one per line. End with CNTL/Z.
Swi t ch(confi g) #cl ass-map match-all MATCH DSCP_VALUES 4-7

Swi tch(config)#match ip dscp 50 51 52 53 54 55

Swi t ch(confi g- cnap) #end

For additional information about creating and applying class maps, see Chapter 5.

Policy Maps

Class maps define classification criteria; policy maps organize the class map classification criteria v
policing and marking actions. Policing and marking configuration derive the class actions. Do not ¢
policing with policy maps. Whereas policy maps may include an action based on rates, they also in
support for other QoS actions such as marking.

On the Catalyst 4000 10S Family of switches, policy maps tie up to eight class map actions togethe
map action may consist of a traffic-limiting policer. Each interface on the Catalyst 4000 10S Family
switches supports a single policy for ingress traffic and a single policy for egress traffic.



Example 7-11 illustrates a sample policy map configuration for marking packets based on UDP por
action shown, set ip precedence 5, rewrites all ingress packets received on interface FastEtherne
matching the ACL 101 criteria.

Example 7-11. Sample Policy Map and Class Map Configuration

Swi t ch#show runni ng-config
Bui | di ng configuration...
(text deleted)

!

gos

(text deleted)
!
class-map match-all UDP_PORT_50000_59000
description MATCH PACKETS ON UDP PORTS 50000 TO 59000

mat ch access-group 101

pol i cy-map TEST
description MARK FRAMES ON UDP PORT 50000 TO 59000 W TH | P PRECEDENCE 5
cl ass UDP_PORT_50000_59000

set ip precedence 5

interface FastEthernet2/1
service-policy input TEST
no snnp trap |ink-status
spanni ng-tree portfast

(text deleted)



(text deleted)

!

access-list 101 permt udp any any range 50000 59000
!

(text deleted)

!

end

To view ingress packet matching against the class map clauses of a policy map, use the following c

show policy-map interface [{FastEthernetinterface-nunber} | {G gabitEthernet

interface-nunmber} | {Port-channel number} | {VLANvlIan_id}] [input | output]

Example 7-12 shows the sample output of the show policy-map interface command for the polic
sample configuration in Example 7-11.

Example 7-12. Viewing Class Map Matches of a Policy Map

Swi t ch#show policy-map i nterface FastEthernet6/1
Fast Et hernet 6/ 1
service-policy input: TEST
cl ass-map: UDP_PORT_50000_59000 (match-all)
9628 packets

mat ch: access-group 101



set:
i p precedence 5
class-map: cl ass-default (nmatch-any)
3948 packets
mat ch: any

3948 packets

Policing

The Catalyst 4000 10S Family of switches supports individual and aggregate policing in both ingres
egress configurations. In brief, aggregate policing limits a shared rate and burst parameter among
associated ports or VLANs. With individual policing, each port or VLAN uses its own exclusive rate ¢
parameters. This section discusses the following policing topics:

e Policing Resources

e Port-based and VLAN-based Policing

e Individual and Aggregate Policing

e Policing Actions

e Traffic-Rate Policing

e Leaky Token Bucket Algorithm

e Burst Size Parameter

e Guaranteed Rate of Policer

e Policing Accuracy

e DSCP Policed Action

e Marking Action

e Trusting Action

Policing Resources

The architecture of the Catalyst 4000 I0S Family of switches limits the number of input policers an
policers to 1024. The architecture processes all packets for policing regardless of configuration. As
the Cisco Catalyst 4000 IOS reserves two input and two output policers for null processing. Subsec
1022 policers for input policing and 1022 policers for output policing are available.



Port-Based and VLAN-Based Policing

Port-based policing entails binding policy maps to individual ports. VLAN-based policing involves at
policy map to a VLAN interface.

For a configuration in which a VLAN-based policy exists but a port-based policy does not exist, the
subjects ingress packets to the VLAN-based policer. This behavior occurs regardless of the port's p«
configuration for VLAN-based or port-based policing. To work around this behavior, create and atte
policy map to the interface. A null policy map consists of a defined police map with a class map cla
match all packets and no configured actions. The use of this null policer to work around VLAN-base
behavior applies to both ingress and egress policers.

To configure an interface to use VLAN-based policies and to fall back on port-based policies if no VI
policies exist, use the following interface command:

gos vl an- based

Example 7-13 shows and interface configured for VLAN-based QoS.

Example 7-13. An Interface Configured for VLAN-Based Policing

Swi t ch#configure term nal

Enter configuration comrands, one per line. End with CNTL/Z.
Swi tch(config)#interface fastethernet 2/1

Swi tch(config-if)#qos vl an-based

Switch(config-if)#end

Individual and Aggregate Policing

Individual policers apply bandwidth limits discretely to each interface for defined policy maps. Clas
define traffic classes within a policy map. Use the following policy map class clause configuration cc
configure individual policers:



policerate burst [[conformaction {transmt | drop}] [exceed-action {transmt | d

=liced-dscp-transmit}]]

Example 7-14 shows a sample configuration of an individual policer. In this example, the policer lit
ingress traffic from both FastEthernet 6/1 and 6/2 separately to the 1.54 Mbps specified in the indi
policer.

Subsequent sections cover configuring the policer rate, burst, and actions parameters shown in Ex:
14 and 7-15.

Example 7-14. Sample Configuration of an Individual Policer

Current configuration : 327064 bytes
!
(text deleted)
gos
(text deleted)
!
(text deleted)
!
cl ass-map mat ch-any UDP_PORT_1200
descri pti on MATCH PACKETS ON UDP PORT 1200

mat ch access-group 102

policy-map TEST_I NDI VI DUAL
cl ass UDP_PORT_1200

police 1.54 nmbps 16000 byte conformaction transmt exceed-action drop



(text del eted)

nterface FastEthernet6/1

swi tchport access vlan 2
servi ce-policy input TEST_I NDI VI DUAL

no snnp trap |ink-status

nterface Fast Et hernet6/2

swi tchport access vlan 2
servi ce-policy input TEST_I NDI VI DUAL

no snnp trap |ink-status

access-list 102 permit udp any any eq 1200

(text del eted)

end

Aggregate policers cumulatively restrict bandwidth among all ports and VLANs per class map claus
policy map. Use the following global configuration command to configure aggregate policers:

qos aggregate-policerpolicer_nanme rate burst [[conformaction {transmit | drop}]

[exceed-action {transmit | drop | policed-dscp-transmt}]]



policer_name defines the name to represent the aggregate policer. To attach the aggregate policer
following policy-map class clause configuration command:

pol i ce aggregat epol i cer _nane

Example 7-15 provides a sample configuration of an aggregate policer. In this example, the policel
ingress traffic from both FastEthernet 6/1 and 6/2 cumulatively to the specified 1.54-Mbps rate sp¢
the aggregate policer.

Example 7-15. Sample Configuration of an Aggregate Policer

Current configuration : 327064 bytes
!
(text deleted)
!
qos aggregate-policer 1 MBPS RATE EXCEED DROP 1540000 bps 8000 byte conformaction
™ ransnt exceed-action drop
gos
(text deleted)
!
interface FastEthernet6/1
swi t chport access vlan 2
service-policy input TEST AGGREGATE

no snnp trap |ink-status

interface FastEthernet6/2



swi tchport access vlan 2
servi ce-policy input TEST_ AGGREGATE

no snnp trap |ink-status

(text del eted)

!

cl ass-map mat ch-any UDP_PORT_1200
description MATCH PACKETS ON UDP PORT 1200

mat ch access-group 102

pol i cy-map TEST_AGGREGATE
cl ass UDP_PORT_1200

pol i ce aggregate 1 MBPS RATE_EXCEED DROP

(text del eted)

!

access-list 102 pernmt udp any any eq 1200
!

(text del eted)

!

end

To demonstrate and measure this behavior, two packet generator ports were connected to the swit
ports FastEthernet 6/1 and 6/2 as shown in Figure 7-3. The packet generator ports sent traffic at 1
unicast to a destination connected off interface FastEthernet 6/3. A packet generator port connecte
FastEthernet 6/3 measured the traffic rate for this flow.

Figure 7-3. Topology for Demonstrating Individual and Aggregate Pol
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Three trials were conducted. For each trial, the packet count and traffic rate were measured. The ti
included measuring traffic against a configuration without a policy, using the individual policer sho'
Example 7-14, and using the aggregate policer shown in Example 7-15.Table 7-3 displays the resu

Table 7-3. Demonstration of Individual Versus Aggregate Policer

No Individual Policer Shown in Aggregate Policer Sh
Trial Policers Example 7-15 Example 7-16
Rate Received on 100 Mbps  3.08 Mbps 1.5 Mbps

FastEthernet 6/3

The trial results clearly indicate that the individual policers apply traffic rates respective to each po
whereas aggregate policers apply traffic rates as the sum of all applicable ports.

Policing Actions

The Catalyst 4000 10S Family of switches supports the following policing actions:

e Traffic-rate policing

¢ Marking IP DSCP

e Marking IP precedence

e Trusting DSCP

e Trusting CoS
The Catalyst 4000 10S Family of switches supports transmitting or dropping the packet for both th
conforming and exceeding actions of a traffic-rate policer. In addition, the exceeding action is confi

for marking down the DSCP on the respective packet. With regard to the Catalyst 4000 10S Family
switches, a policed-dscp-transmit action refers to the marking down of a packet.

Traffic-Rate Policing

The packet-processing step of the QoS model from Figure 7-1 is responsible for determining wheth



processed packet is conforming to or exceeding a specified rate of a policer. The Catalyst 4000 10S
switches uses the leaky token bucket algorithm to determine whether a packet is conforming to or
a specified policer rate.

The following commands configure the rate and burst of a class map policer and an aggregate poli
respectively:

policerate burst [[conformaction {transmit | drop}] [exceed-action {transmt | dr
pol i ced-dscp-transmt}]]
qos aggregate-policerpolicer_name rate burst [[conformaction {transmit | drop}]

[ exceed-action {transmit | drop | policed-dscp-transmt}]]

rate defines the actual policing rate. The supported rates for the Catalyst 4000 10S Family of switc
from 32 kbps to 32 Gbps in 1-bps increments. When entering the value for rate, the prefixes kilo, r
giga are optional using the k, m, and g command, respectively.

burst defines the burst size in bytes. The burst size needs to be at least the maximum packet size ¢
touched by the policer for accurate policing. The burst size parameter also supports the following c
prefixes: kilo, mega, and giga. The following sections discuss determining the applicable burst size

Leaky Token Bucket Algorithm

The switch applies the rate and burst parameters defined in the policer to all packets processed. Tt
token bucket algorithm takes snapshots of packet flow to determine whether a packet is conformin
exceeding the specified rate. The configured policer rate defines the number of tokens removed at
interval. The leaky token bucket algorithm does not actually store, process, or buffer any packet. R
switch architecture relies on the leaky token bucket algorithm to distinguish a packet in a flow as ¢
or exceeding the configured policer rate. The switch architecture uses the algorithm for both ingres
egress policing.

The number of tokens entering the bucket correlates to the ingress packet size of a frame. A specif
of tokens leak from the bucket every 16 nanoseconds for the Catalyst 4000 10S Family of switches
number of tokens leaking from the bucket relates to the configured policer rate. The burst size defi
maximum number of bytes in the bucket at any interval.

When the token bucket cannot accommodate any new tokens, the algorithm determines that the pi
corresponding to these tokens are exceeding the policer rate and the packet processing engine exe
exceed action of the policer.

In brief, the token bucket algorithm provides a logical, visual portrait of how policing limits traffic.
portrait defined becomes useful when considering the burst size and the effect of the token bucket



on TCP and UDP protocols.

NOTE

Buffering does not occur on the packets in the bucket. The Leaky Token Bucket Algorithm only
snapshots traffic to determine whether a packet is conforming or exceeding the configured pol
rate.

Burst Size Parameter

Because of the flow-control nature of TCP/IP and UDP application behavior, packet drops significan
traffic behavior and may result in a packet-per-second performance far below the configured police
burst parameter of policing attempts to handle the torrent nature of TCP/IP and web traffic by alloy
period surges of traffic into the bucket.

Configuration of the burst size follows several other Catalyst platform recommendations. For TCP
applications, use the following formula for calculating the burst size parameter used for policing:

<burst> = 2 * <RTT> * <rate>
RTT defines the approximate round-trip time for a TCP session. If RTT is unknown, use a RTT value

millisecond or 1 second depending on estimated latency. Example 7-16 illustrates the burst calcula
rate of 64 kbps and an unknown RTT.

Example 7-16. Sample Burst Calculation

2 * <1 sec> * <64000 bits/sec>

<bur st >

<bur st > 128000 bits = 16000 bytes

Nevertheless, from an application perspective, TCP/IP traffic-rate policing always results in actual 1
than the configured rate regardless of the burst size. UDP applications police closer to the configur:
pure bits per second; however, some UDP applications retransmit heavily upon packet loss. As a re
rate for applications that use UDP may also fall well below the configured rate. In summary, syster
administrators must carefully plan and consider application behavior and resiliency to rate policing
applying policers.

Guaranteed Rate of Policer

During any time interval, the leaky token bucket algorithm implementation on the Catalyst 4000 I(
of switches guarantees the following conforming policing rate:

Conforming rate <= (<configured_rate bits/sec> * <1 byte/8 bits> * <period>) + <burst_si



packet

ConsiderExample 7-14, for example, where the aggregate policer defines a rate of 1.54 Mbps and
size of 8000 bytes. Using the preceding formula, the guaranteed conforming traffic rate for a 1-sec
interval calculates as follows:

Conforming rate <= (1540000 bits/sec * 1 byte/8 bits * 1 sec) + 8000 bytes + 1 packet =
bytes

In bits per second, the conforming rate is 2.006 Mbps, assuming an average 100-byte packet size.

Because of the nature of applications that use the TCP/IP and UDP/IP protocols, use careful plannir
configuring the burst size.

Policing Accuracy

Moreover, the architecture of the Catalyst 4000 10S Family of switches bestows policing at a finite
rates distributed between 32 kbps and 32 Gbps in 1-bps increments. Because of the hardware arclk
specified rates adjust up or down to the nearest hardware-capable rate. The adjusted policy rate is
within 1.5 percent of the configured rate. Subsequently, two distinct policy rates must differ by at |
percent.

DSCP-Policed Action

The Catalyst 4000 10S Family of switches uses the DSCP-policed concept to mark down packets. Fc
policed traffic, the switch marks the frame with a DSCP value derived from the QoS DSCP-policed r
table. The default mapping table maps 1:1 with the internal DSCP values; therefore, the default m
action results in no change to the DSCP value. The QoS DSCP-policed mapping table requires a not
configuration to actually mark down packets that exceed the rate specified in the policing action.

Use the following command to configure the QoS DSCP-policed mapping tables:

gqos map dscp policed dscp-list to dscp nmark-down-dscp

dscp-list represents up to eight DSCP values that configure to represent the DSCP mark-down-DSC
Example 7-17 displays the default QoS DSCP-policed mapping table, configures the DSCP-policed 1
table for marking down DSCP values 50 to 59 to O, and verifies the configuration.

Example 7-17. Displaying, Configuring, and Verifying the QoS DSCP-Polic
Mapping Table



Swi t ch#show qos map dscp policed
Pol i ced DSCP Mappi ng Table (DSCP = d1d2)

di: d2 0 1 2 3 4 5 6 7 8 9

0 : 00 01 02 03 04 05 06 07 08 09
1 10 11 12 13 14 15 16 17 18 19
2 20 21 22 23 24 25 26 27 28 29
3 30 31 32 33 34 35 36 37 38 39
4 40 41 42 43 44 45 46 47 48 49
5 : 50 51 52 53 54 55 56 57 58 59
6 : 60 61 62 63

Swi t ch(confi g)#qos map dscp policed 50 51 52 53 54 55 56 57 to dscp O
Swi t ch(confi g)#qos map dscp policed 58 59 to dscp O

Swi t ch#show qos map dscp policed

Pol i ced DSCP Mappi ng Tabl e (DSCP = d1d2)

di: d2 0 1 2 3 4 5 6 7 8 9

0 : 00 01 02 03 04 05 06 07 08 09
1 10 11 12 13 14 15 16 17 18 19
2 20 21 22 23 24 25 26 27 28 29
3 30 31 32 33 34 35 36 37 38 39
4 40 41 42 43 44 45 46 47 48 49
5 00 00 00 00 00 00 00 00 00 00
6 60 61 62 63

To configure the traffic-rate policer for marking down the DSCP value for the exceed action, use th
dscp-transmit keyword for the exceed-action parameter for the following individual policy map
aggregate global policer configuration commands:



policerate burst [[conformaction {transmt | drop}] [exceed-action {transnmt | dr
pol i ced-dscp-transmt}]]
gos aggregate-policerpolicer_nane rate burst [[conformaction {transnmit | drop}]

[ exceed-action {transmit | drop | policed-dscp-transmt}]]

Example 7-18. Sample Configuration for policed-dscp-transmit Exceed Ac
an Individual Policer

Current configuration : 327064 bytes
!
(text deleted)
!
gqos map dscp policed 50 51 52 53 54 55 56 57 to dscp 7
gqos map dscp policed 58 59 to dscp 7
gos
(text deleted)
class-map match-all UDP_PORT_10000
description MATCH PACKETS ON DESTI NATI ON UDP PORT 10000

mat ch access-group 105

pol i cy- map MARK_BASED ON_RATE
cl ass UDP_PORT 10000

police 32000 bps 16000 byte conformaction transnit exceed-action policed-dscp



nterface FastEthernet6/1

swi t chport node access
servi ce-policy input MARK BASED ON RATE

spanni ng-tree portfast

(text deleted)

access-list 105 permit udp any any eq 10000

end

Marking Action

Policy maps allow for marking of packets using ACL-based classification. Class maps frame ACLs fo
maps. Review the "ACL-Based Classification™ section earlier in this chapter for discussion of class n
ACL options.

Policy maps organize the marking action using the following policy map class clause command:

set ip [dscp | precedence] [val ue]

value represents the actual value to mark on the packet for DSCP or IP precedence. Example 7-19
marking based on ACL-based classification.

Example 7-19. Sample Configuration of Marking Based on ACL Classificat

Current configuration : 327064 bytes



(text deleted)

qos

(text deleted)
!
class-map match-all UDP_PORT_10000
description MATCH PACKETS ON DESTI NATI ON UDP PORT 10000

mat ch access-group 105

policy-map ACL_MARK
cl ass UDP_PORT_10000

set ip dscp 40

nterface FastEthernet6/1

swi t chport node access
servi ce-policy input ACL_MARK

spanni ng-tree portfast

(text deleted)

access-list 105 permit udp any any eq 10000
(text deleted)

!

end



Trusting Action

Trusting DSCP or CoS using a policing action is another way to refer to trusting DSCP or CoS basec
ACL. Packets that match the configured class clause have the internal DSCP determined based on i
packets' DSCP or CoS value. The switch does not alter the internal DSCP of frames that do match t
clause ACLs. For configurations using trusting in class map clauses, there is no need for a trusting

configuration on the interface.

Configuring an interface for trusting and configuring a policing action of trusting needs careful cons
because a trusting configuration on an interface classifies ingress frames before a policy.

Policy maps organize the trusting actions using the following policy map class clause command:

trust [dscp | cos]

Example 7-20 illustrates a policy map configured to trust DSCP for a specific class map.

Example 7-20. Sample Configuration for a Policy Map Configured to Trust

Current configuration : 327064 bytes
!

(text del eted)

!

qos

(text del eted)

!

interface FastEthernet3/1
swi tchport access vlan 2
swi tchport voice vlan 700

service-policy input TRUST_UDP_GT_ 10000



no snnp trap |ink-status
t x- queue 3
priority high

spanni ng-tree portfast

(text del eted)
!
class-map match-all UDP_PORT_GT_10000

mat ch access-group 150

pol i cy-map TRUST_UDP_GT_10000
cl ass UDP_PORT_GT_10000

trust dscp

(text del eted)
access-list 150 permt udp any any gt 10000
(text del eted)

end

Congestion Management

After the switch classifies and processes packets against QoS policies, the switch places the packet
transmit queues for output scheduling. Refer to Figure 7-1 for a logical diagram of this behavior.

The Catalyst 4000 10S Family of switches supports congestion management through the use these
and scheduling mechanisms that occur after packet processing. Classification distinguishes packets
multiple egress queues, whereas scheduling differentiates service by transmitting packets out of th
queues in a specific order.

Queuing and scheduling use the following QoS-specific features for building the congestion manage
model:



e Port Transmit Queues

e Mapping Internal DSCP to Transmit Queues
e Strict-Priority Queuing

e Sharing

e Shaping

e Mapping Internal DSCP to CoS

Port Transmit Queues

The Catalyst 4000 10S Family of switches uses a shared memory architecture. The shared memory
architecture handles all output queuing and scheduling on the supervisor engine versus other Cata
platforms that depend on line-module architecture for output queuing and scheduling. As a result,
utilize four transmit egress queues labeled 1 to 4. Gigabit Ethernet interfaces employ a queue size
packets, whereas Fast Ethernet and nonblocking Gigabit Ethernet interfaces utilize a queue size of
packets.Table 3-9 in Chapter 3 discusses which line-module interfaces are nonblocking. Software v
available at the time of publication do not allow for configuration of the queue size.

Mapping Internal DSCP to Transmit Queues

After packet processing occurs, the switch places the packet into a transmit queue for scheduling. |
the switch places packets with higher DSCP values into higher-numbered transmit queues. Nevertt
switch services all transmit queues round-robin by default. The strict-priority queue, shaping, and
configurations allow for differentiating service based on the transmit queue. Table 7-4 lists the def:
internal DSCP to transmit queue mapping.

Table 7-4. Default Internal DSCP-to-Transmit Queue Mapping Tabl

DSCPValues Transmit Queue
0-15 0
16-31 1
32-47 2
48-63 3

Use the following command to display the internal D SCP—to—transmit queue mapping:



show gqos maps dscp tx-queue

Use the following global configuration command to configure the internal DSCP to the transmit que

[ no] gos map dscpdscp_val uest o tx-queuequeue-id

dscp_values represents configuration for up to eight DSCP values to map to a transmit queue. quel
represents one of the four transmit queues. For configuring mapping of more than eight DSCP valu
multiple commands.

Example 7-21 displays the default DSCP-TxQueue mapping table, configures the DSCP-TxQueue m

table for assigning DSCP values 40 to 49 to queue 1, and verifies the DSCP-TxQueue mapping tabl
configuration.

Example 7-21. Displaying, Configuring, and Verifying the DSCP-to-Transtr
Queue Mapping Table

Swi t ch#show gqos maps dscp tx-queue
DSCP- TxQueue Mappi ng Tabl e (DSCP = d1d2)

di1: d2 0 1 2 3 4 5 6 7 8 9

0 : 01 01 01 01 01 01 01 01 01 01
1: 01 01 01 01 01 01 02 02 02 02
2 02 02 02 02 02 02 02 02 02 02
3 02 02 03 03 03 03 03 03 03 03
4 03 03 03 03 03 03 03 03 04 04



6 : 04 04 04 04

Swi t ch#configure term nal

Enter configuration commands, one per line. End with CNTL/Z.

Swi tch(config)#gos map dscp 40 41 42 43 44 45 46 47 to tx-queue 1
Swi tch(config)#gos map dscp 48 49 to tx-queue 1

Swi t ch(confi g) #end

Swi t ch#show gqos maps dscp tx-queue

DSCP- TxQueue Mapping Table (DSCP = d1d2)

di: d2 0 1 2 3 4 5 6 7 8 9

0 : 01 01 01 01 01 01 01 01 01 01
1: 01 01 01 01 01 01 02 02 02 02
2 02 02 02 02 02 02 02 02 02 02
3: 02 02 03 03 03 03 03 03 03 03
4 : 01 01 01 01 01 01 01 01 01 01
5 04 04 04 04 04 04 04 04 04 04
6 04 04 04 04

Strict-Priority Queuing

The Catalyst 4000 10S Family of switches offers strict-priority, Low-Latency Queuing by designatin
queue 3 as a high-priority transmit queue. By assigning transmit queue 3 as a high-priority transrmr
the switch transmits packets out of transmit queue 3 before any other queue until the queue reach
share rate. The next section, "Sharing," discusses share rate.

The recommended use of the high-priority queue is for time-sensitive packet flows, such as VolP fl
tickers, and, in some cases, video conferencing. Because of the aggressive scheduling nature of the
priority, strict-priority queues may starve lower-priority queues when the high-priority queue cons
contains packets to transmit.

Use the following interface transmit queue command to configure transmit queue 3 as a high-prior



priority high

Example 7-22 shows a sample configuration of an interface configured with a strict-priority queue.

Example 7-22. Sample Configuration of Interface Configured for Strict-Pr
Queuing

Current configuration : 327064 bytes
!

(text deleted)

gos

!

(text deleted)

!

nterface FastEthernet3/1

swi tchport access vlan 2
swi t chport voice vlan 700
no snnp trap |ink-status
t x-queue 3

priority high

spanni ng-tree portfast

(text deleted)

end



Sharing

The Catalyst 4000 10S Family of switches supports QoS bandwidth sharing per transmit queue on
nonblocking Gigabit Ethernet interfaces. Table 3-9 in Chapter 3 discusses which Gigabit Ethernet li
modules and ports are nonblocking.

Because different DSCP and CoS values map to different queues, sharing differentiates services by
guaranteeing queue bandwidth. Bandwidth sharing forces minimum bandwidth per transmit queue
practical example of using sharing is with high-bandwidth applications such a Network File System
Generally, applications using NFS require high bandwidth with minimal packet loss. Configuring sh
500 Mbps for transmit queue 2 and mapping NFS packets to transmit queue 2 forces the switch to
500 Mbps of egress traffic to the adjacent switch for NFS packets. In this configuration, the system
administrator must adjust other transmit queues' bandwidth rates to compensate for the 500 Mbps
for transmit queue 2 given that the total bandwidth of the egress interface is limited to 1 Gbps. Ex:
provides a sample configuration for the described application of sharing.

Example 7-23. Sample Configuration of Shaping

Bui | di ng configuration...
Current configuration : 225 bytes

qos

(text deleted)
!
interface G gabitEthernetl/1
swi tchport trunk encapsul ati on dot 1q
swi t chport node trunk
no snnp trap |ink-status
t x-queue 1
bandw dt h 125 nbps
t x- queue 2
bandw dt h 500 nbps
t x- queue 3

bandw dt h 125 nbps



(text del eted)

end

The switch maintains sharing rates by treating all queues as high-priority queues during periods w
transmit queue's egress traffic rate is below the configured share values. Initially, the switch rounc
packets until a queue reaches its share. At this instance, the switch services round-robin all other ¢
under the defined share. The switch still handles a configured strict-priority queue as defined in the
Priority Queuing" section. The switch services the strict-priority queue before all other queues until
its configured share value. When all queues reach their share rate, the switch services the queues |
robin. The default bandwidth parameter applied to each transmit queue is 250 Mbps. Misconfigurin
bandwidth parameters may result in transmit queue starvation, where the switch does not service
with a low-bandwidth parameter sufficiently.

To configure guaranteed minimum bandwidth per output queue, use the following interface transm
command:

bandw dt hbandwi dt h

bandwidth specifies the guaranteed minimum bandwidth in bps using the optional prefixes kilo, me
giga, using the k, m, and g command options, respectively.

Example 7-24 illustrates configuration of 17.1 Mbps as the minimum bandwidth on transmit queue

Example 7-24. Configuring Interface with Bandwidth Parameter

Swi t ch#config term nal

Swi tch(config)#interface G gabitEthernet 1/1
Swi tch(config-if)#tx-queue 4

Swi tch(config-if-tx-queue)#bandwi dth 17.1m

Swi tch(config-if-tx-queue)#end



To demonstrate and measure the behavior of sharing on transmit queues, two packet-generator pc
connected to the switch as shown in Figure 7-4. The packet-generator port connected to Gigabit Et
was sending traffic with a DSCP value of zero at 1.0 Gbps. The packet-generator port connected to
Ethernet 1/2 was sending traffic with a DSCP value of 40 at 1.0 Gbps. The traffic sent by both inter
intended for another traffic port connected to interface Gigabit Ethernet 5/1. Connected to interface
Ethernet 5/1 was a traffic-generator port measuring the traffic rate for each DSCP flow. Three trial:
conducted. The first trial involved the default configuration of bandwidth, whereas the remaining tr
applied the bandwidth parameter at 200 Mbps, 750 Mbps, and 900 Mbps, respectively. Table 7-5 s
the results of the trial. Example 7-25 displays the basic configuration used for the trial.

Figure 7-4. Network Diagram that Demonstrates Sharing
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Table 7-5. Sharing on Transmit Queues

Configured Configured Configur

Default Bandwidth (200 |Bandwidth (750 |Bandwic
Received Rate Configuration Mbps) Mbps) (900/1C
Rate received on Gigabit | 500 Mbps 480 Mbps 750 Mbps 900pps
Ethernet 3/1 for traffic
with DSCP value of 40
Rate received on Gigabit | 500 Mbps 520 Mbps 250 Mbps 100Mbps
Ethernet 3/1 for traffic
with DSCP value of O

For the default configuration, the switch just load balances the egress traffic between the two egre:
containing packets for this test, queue 3 and queue 1. When the minimum bandwidth is configured
Mbps for queue 3, the switch guarantees 200 Mbps to that queue. The switch must still guarantee :
to the remaining queues and schedule traffic out of all queues using round-robin for traffic in exces
configured bandwidth. As a result, a slight disparity in equality occurs when using a configured bar
200 Mbps on queue 3 and 250 Mbps for queue 1.

The second-to-last column in Table 7-5 illustrates results for configuring queue 3 for 750 Mbps anc
for 250 Mbps. While the last column illustrates results for configuring queue 3 for 900 Mbps and qL



100 Mbps.

Example 7-25. A Sample Sharing Configuration

Current configuration : 102 bytes

nterface G gabitEthernetl/1

no switchport

ip address 10.0.1.1 255.255.255.0

gqos trust dscp

end

Swi t ch#show run interface G gabitEthernet 1/2
Bui | di ng configuration..

Current configuration : 102 bytes

nterface G gabitEthernetl/2

no switchport

ip address 10.0.2.1 255.255.255.0
gqos trust dscp

end

Swi t ch#show run interface gigabitEthernet3/1
Bui | di ng configuration..

Current configuration : 136 bytes
1

interface G gabitEthernet3/1

no switchport

ip address 10.0.3.1 255.255.255.0
gqos trust dscp

t x- queue 3



bandwi dt h 200 nbps

end

Shaping

The Catalyst 4000 10S Family of switches supports traffic shaping in addition to policing. Traffic sh
different characteristics than policing has. Chapter 2, "End-to-End QoS: Quality of Service at Layer
Layer 2," discusses the differences between policing and traffic shaping.

Traffic shaping configures per transmit queue to a specified rate. The switch schedules packets out
queue over time to maintain the configured rate. Packet drops occur only when a switch is unable 1
packet into a full transmit queue.

All Fast Ethernet and Gigabit Ethernet support shaping. Shaping is configurable between 16 kbps a

maximum rate of the interface in 1-bps increments. Use the following interface transmit queue con
configure shaping:

shaperat e

rate defines the traffic shaping maximum rate associated with a transmit queue.

Example 7-26 illustrates configuration of traffic shaping at 1.54 Mbps on transmit queue 1.

Example 7-26. Configuring the Bandwidth Parameter for a Transmit Quel

Swi t ch#config term nal

Swi tch(config)#interface G gabitEthernet 1/1
Swi tch(config-if)#tx-queue 1

Swi tch(config-if-tx-queue)#shape 1.54m

Swi tch(config-if