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Preface

The confluence of more powerful information technology, advances in method-
ology, and management’s demand for an approach to marketing that is both
effective and accountable, has fueled explosive growth in the application of
database marketing.

In order to position the field for future advances, we believe this is an
opportune time to take stock of what we know about database marketing
and identify where the knowledge gaps are. To do so, we have drawn on the
rich and voluminous repository of research on database marketing.

Our emphasis on research — academic, practitioner, and joint research — is
driven by three factors. First, as we hope the book demonstrates, research has
produced a great deal of knowledge about database marketing, which until
now has not been collected and examined in one volume. Second, research is
fundamentally a search for truth, and to enable future advances in the field,
we think it is crucial to separate what is known from what is conjectured.
Third, the overlap between research and practice is particularly seamless in
this field. Database marketing is a meritocracy — if a researcher can find a
method that offers promise, a company can easily test it versus their current
practice, and adopt the new method if it proves itself better.

We have thus attempted to produce a research-based synthesis of the
field — a unified and comprehensive treatment of what research has taught us
about the methods and tools of database marketing. Our goals are to enhance
research, teaching, and the practice of database marketing. Accordingly, this
book potentially serves several audiences:

Researchers: Researchers should be able to use the book to assess what
is known about a particular topic, develop a list of research questions, and
draw on previous research along with newly developed methods to answer
these questions.

Teachers: Teachers should find this book useful to educate themselves
about the field and decide what content they need to teach. We trust this
book will enable teachers to keep one step ahead of their students!

vii
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Ph.D. Students: Ph.D. students should utilize this book to gain the re-
quired background needed to conduct thesis research in the field of database
marketing.

Advanced Business Students: By “advanced” business students, we mean
undergraduate and MBA students who need a resource book that goes into
depth about a particular topic. We have found in teaching database marketing
that it is very easy for the curious student to ask a question about topics
such as predictive modeling, cross-selling, collaborative filtering, or churn
management that takes them beyond the depth that can be covered in class.
This book is intended to provide that depth.

Database Marketing Practitioners: This group encompasses those working
in, working with, and managing marketing analytics groups in companies
and consulting firms. An IT specialist needs to understand for what pur-
pose the data are to be used. A retention manager needs to know what is
“out there” in terms of methods for decreasing customer churn. A senior
manager may need insights on how to allocate funds to acquisition versus
retention of customers. A statistician may need to understand how to con-
struct a database marketing model that can be used to develop a customer-
personalized cross-selling effort. An analyst simply may need to understand
what neural networks, Bayesian networks, and support vector machines are.
We endeavor to provide answers to these and other relevant issues in this
book.

While it is true that database marketing has experienced explosive growth
in the last decade, we have no doubt that the forces that produced this
growth — I'T, methods and managerial imperatives — will continue. This book
is based on the premise that research can contribute to this growth, and as
a result, that database marketing’s best days are ahead of it. We hope this
book provides a platform that can be used to realize this potential.

One of the most important aspects of database marketing is the interplay
between method and application. Our goal is to provide an in-depth treat-
ment of both of these elements of database marketing. Accordingly, there is a
natural sectioning of the book in terms of method and application. Parts II-
IV are mostly methodological chapters; Parts I, V, and IV cover application.
Specifically, we structure the book as follows:

Part I: Strategic Issues — We define the scope of the field and the process
of conducting database marketing (Chapter 1). That process begins with a
database marketing strategy, which in turn leads to the question, what is
the purpose and role of database marketing (Chapter 2)? We discuss this
question in depth as well as two crucial factors that provide the backdrop for
successful DBM: organizational structure and customer privacy (Chapters 3
and 4).

Part II: Customer Lifetime Value (LTV) — Customer lifetime value is
one of the pillars, along with predictive modeling and testing, upon which
database marketing rests. We discuss methods for calculating LTV, including
providing detailed coverage of the “thorny” issues such as cost accounting
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that are tempting to ignore, but whose resolution can have a crucial impact
on practice (Chapters 5-7).

Part III: Database Marketing Tools: The Basics — DBM has one ab-
solute requirement — customer data. We discuss the sources and types of
customer data companies use (Chapter 8). We provide in-depth treatment
of two other pillars of database marketing — testing and predictive modeling
(Chapters 9-10).

Part 1V: Database Marketing Tools: Statistical Techniques — Here we dis-
cuss the several statistical methods, both traditional and cutting edge, that
are used to produce predictive models (Chapters 11-19). This is a valuable
section for anyone wanting to know, “How is a decision tree produced,” or
“What are the detailed considerations in using logistic regression,” or “Why
is a neural net potentially better than a decision tree,” or “What is machine
learning all about?”

Part V: Customer Management — Here we focus our attention squarely on
application. We review the conceptual issues, what is known about them, and
the tools available to tackle customer management activities including acqui-
sition, cross- and up-selling, churn management, frequency reward programs,
customer tier programs, multichannel customer management, and acquisition
and retention spending (Chapters 20-26).

Part VI: Managing the Marketing Miz — We concentrate on communica-
tions and pricing. We provide a thorough treatment of what we predict will be
the hallmark of the next generation of database marketing, namely “optimal
contact models,” where the emphasis is on taking into account — in quanti-
tative fashion — the future ramifications of current decisions, truly managing
the long-term value of a customer (Chapter 28). We also discuss the design of
DBM communications copy (Chapter 27) and several critical issues in pric-
ing, including acquisition versus retention pricing, and the coordination of
the two (Chapter 29).

Our initial outline for this book took shape at the beginning of the mil-
lennium, in May 2000. The irony of taking 7 years to write a book about
techniques that often work in a matter of seconds does not escape us. In-
deed, writing this book has been a matter of trying to hit a moving target.
However, this effort has been the proverbial “labor of love,” and its length
and gestation period are products of the depth and scope we were aiming for.
This book is the outcome of the debates we have had on issues such as how to
treat fixed costs in calculating customer lifetime value, which methods merit
our attention and how exactly do they work, and why the multichannel cus-
tomer is a higher-value customer. Writing this book has truly been a process,
as is database marketing.

Along the way, we have become indebted to numerous colleagues in both
academia and business without whom this book would be a shadow of its
current self. These people have provided working papers and references, ex-
changed e-mails with us, talked with us, and ultimately, taught us a great
deal about various aspects of database marketing. Included are: Kusum
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Ailawadi, Eric Anderson, Kenneth Baker, Anand Bodapati, Bruce Hardie,
Wai-Ki Ching, Kristoff Coussement, Preyas Desai, Ravi Dhar, Jehoshua
Eliashberg, Peter Fader, Doug Faherty, Helen Fanucci, Fred Feinberg, Edward
Fox, Frances Frei, Steve Fuller, Bikram Prak Ghosh, Scott Gillum, William
Greene, Abbie Griffin, John Hauser, Dick Hodges, Donna Hoffman, Eric J.
Johnson, Wagner Kamakura, Gary King, George Knox, Praveen Kopalle,
V. Kumar, Donald Lehmann, Peter Liberatore, Junxiang Lu, Charlotte Ma-
son, Carl Mela, Prasad Naik, Koen Pauwels, Margaret Peteraf, Phil Pfeifer,
Joseph Pych, Werner Reinartz, Richard Sansing, David Schmittlein, Robert
Shumsky, K. Sudhir, Baohong Sun, Anant Sundaram, Jacquelyn Thomas,
Glen Urban, Christophe Van den Bulte, Rajkumar Venkatesan, Julian Vil-
lanueva, Florian von Wangenheim, Michel Wedel, Birger Wernerfeldt, and
John Zhang.

We are extremely grateful for research assistance provided by Carmen
Maria Navarro (customer privacy practices), Jungho Bae and Ji Hong Min
(data analysis), Qing-Lin Zhu and Paul Wolfson (simulation programming),
and Karen Sluzenski (library references), and for manuscript preparation
support tirelessly provided by Mary Biathrow, Deborah Gibbs, Patricia Hunt,
and Carol Millay.

We benefited from two excellent reviews provided by Peter Verhoef and
Ed Malthouse, which supplied insights on both the forest and the trees that
significantly improved the final product.

The Springer publishing team was tremendously supportive, helpful, and
extremely patient with our final assembly of the book. We owe our deep
gratitude to Deborah Doherty, Josh Eliashberg, Gillian Greenough, and Nick
Philipson.

While people write and support the book, we also want to acknowledge
significant institutional support that provided us with funding, facilities, and
a stimulating environment in which to work. These include the Teradata
Center for CRM at Fuqua Business School, Duke University, which hosted
Scott Neslin during 2002, and our home institutions: the Kellogg School of
Management, Northwestern; Seoul National University; and the Tuck School
of Business, Dartmouth College.

Finally, we owe our profound and deepest gratitude simply to our spouses
and families, who provided the support, enduring patience, and companion-
ship without which this book would never have materialized. By showing us
that family is what really matters, they enabled us to survive the ups and
downs of putting together an effort of this magnitude. It is to our spouses
and families that we dedicate this book.

R. Blattberg
B. Kim
S. Neslin
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Chapter 1
Introduction

Abstract Database marketing is “the use of customer databases to enhance
marketing productivity through more effective acquisition, retention, and de-
velopment of customers.” In this chapter we elaborate on this definition, pro-
vide an overview of why database marketing is becoming more important,
and propose a framework for the “database marketing process.” We conclude
with a discussion of how we organize the book.

1.1 What Is Database Marketing?

The purpose of marketing is to enable the firm to enhance customer value.
In today’s competitive, information-intensive, ROI-oriented business environ-
ment, database marketing has emerged as an invaluable approach for achiev-
ing this purpose. The applications of database marketing are numerous and
growing exponentially. Here are a few examples:

e “Internet Portal, Inc.” determines which of its customers will be most
receptive to targeted efforts to increase their usage of the portal. Perhaps
more importantly, it determines which customers will not be receptive to
these efforts.

e “XYZ Bank” decides which of its many financial products should be mar-
keted to which of its current customers.

e “ABC Wireless” develops the ability to predict which customers are most
likely to leave when their contract runs out, and designs a “churn man-
agement program” to encourage them to stay.

o UK Retailer Tesco develops thousands of customized promotion packages
it mails to its 14 million customers (Rohwedder 2006).

e Best Buy has identified the major segments of customers who visit its
stores. It then (1) tailors its store in a particular locality to fit the repre-
sentation of the segments in that locality, and (2) trains its store personnel
to recognize which segment a particular customer belongs to, so the cus-
tomer can be serviced appropriately (Boyle 2006).
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e Catalogers routinely use “predictive models” to decide which customers
should receive which catalogs.

e “E-tailer Z” uses “recommendation engines” to customize which products
it “cross-sells” to which customers.

e Dell Computer uses data analyses of prospects to improve its customer
acquisition rate (Direct Marketing Association 2006).

These are but a few examples of database marketing in action. The com-
mon theme is that all of them are based on analyzing customer data and
implementing the results.

1.1.1 Defining Database Marketing

While the above examples provide an idea as to what database marketing is
about, it is useful to formally define the topic. The National Center for Data-
base Marketing, quoted by Hughes (19964, p. 4), defines database marketing
as:

Managing a computerized relational database, in real time, of comprehensive, up-to-date,
relevant data on customers, inquiries, prospects and suspects, to identify our most respon-
sive customers for the purpose of developing a high quality, long-standing relationship of
repeat business by developing predictive models which enable us to send desired messages
at the right time in the right form to the right people — all with the result of pleasing our
customers, increasing our response rate per marketing dollar, lowering our cost per order,
building our business, and increasing our profits.

While perhaps a bit long-winded, this definition in our view captures the
essentials of database marketing — analyzing customer data to enhance cus-
tomer value. A more succinct definition, which we advocate, is:

Database marketing is the use of customer databases to enhance marketing productivity
through more effective acquisition, retention, and development of customers.

Each phrase in this definition is carefully chosen. First, database marketing
is fundamentally about using of customer databases. The “customer” can be
either current customers or potential customers. Firms have data on their
current customers’ purchase behavior and demographic and psychographic
information, as well as the firm’s previous marketing efforts extended to these
customers and their response to them. For potential customers — prospects —
firms may be able to obtain data on customer demographics and psycho-
graphics, as well as purchase history data, although obviously not in the
same depth as available for their current customers.

Second, database marketing is about marketing productivity. In today’s
results-oriented businesses, senior management often asks the simple ques-
tion, “Do our marketing efforts pay off?” Database marketing attempts to
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quantify that effectiveness and improve it. It does this through effective tar-
geting. The retail pioneer John Wannamaker is credited with saying, “I know
half of my advertising doesn’t work; I just don’t know which half.” Thinking
more broadly, in terms of marketing rather than advertising, database mar-
keting identifies which half of the firm’s marketing efforts is wasted. It does
this by learning which customers respond to marketing and which ones do
not. The responsive customers are the ones who are then targeted.

Third, database marketing is about managing customers. Customers must
be acquired, retained, and developed. Acquiring customers means getting an
individual who currently does not do business with the company to start
doing business with the company. Retention means ensuring the current cus-
tomer keeps doing business with the company. Development means enhanc-
ing the volume of business the retained customer does with the company.
A key concept in database marketing that captures these three factors is
“customer equity” (Blattberg et al. 2001), which we investigate in detail
when we discuss “Acquisition and Retention Management” in Chapter 26.
For now, the important point is to recognize that database marketing is con-
cerned with all three elements of customer equity. The Dell example above
involves customer acquisition. The ABC Telecom example involves customer
retention. The XYZ Bank, Tesco, and E-tailer Z examples involve customer
development.

1.1.2 Database Marketing, Direct Marketing, and
Customer Relationship Management

We can shed more light on the definition of database marketing by considering
its close cousins, direct marketing and customer relationship management
(CRM). Indeed, direct marketing and CRM overlap strongly with database
marketing. While each of the three concepts has its own nuances, the key
distinguishing characteristic of database marketing is its emphasis on the use
of customer databases.

Customer relationship management emphasizes enhancing customer re-
lationships. That certainly is part of the definition of database marketing
(acquisition, retention, and development). However, firms can enhance cus-
tomer relationships without using data. The local clothing store’s salesperson
gets to know individual customers through their repeated visits to the store.
The salesperson learns how to treat each customer and what their tastes
are. This produces and enhances a relationship between the store and the
customer. There is no formal analysis of databases. Essentially, the “data”
are the experiences remembered by the salesperson. Database marketing can
be viewed as an approach for large companies to develop relationships with
customers, because there are so many customers and so many salespersons
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that it is impossible for every salesperson to really know each customer. Para-
doxically, the software and computer systems for compiling the data needed
to implement database marketing to enhance customer relationships have
been marketed as CRM software or technology.

Direct marketing’s emphasis is on “addressability,” the ability to interact
with a customer one-to-one (Blattberg and Deighton 1991). Addressability
is certainly a key aspect of database marketing, since targeting is the key
way that database marketing enhances marketing productivity. But direct
marketing can directly address customers simply by purchasing lists that
“make sense,” and sending customers on that list an offer. Note again, there
is no formal data analysis in this example. Database marketing emphasizes
the analysis of the data. In addition, while database marketing implemen-
tations often involve direct one-to-one contacts, this need not be always the
case. In the Best Buy example above, the first component of the applica-
tion is that the analysis of customer data drives the design of the store.
This is not direct marketing but it is database marketing. The second com-
ponent of the application, training salespeople to recognize particular mar-
ket segments as they shop in the store, is more along the lines of direct
marketing.

In summary, database marketing, direct marketing, and customer rela-
tionship highly overlap. They differ in points of emphasis — database market-
ing emphasizes the analysis of customer data, direct marketing emphasizes
addressability, and customer relationship management emphasizes the cus-
tomer relationship. However, many people who call themselves direct mar-
keters certainly analyze customer data. And many CRM applications soft-
ware companies emphasize customer data. So customer data analysis is not
the exclusive domain of database marketing — it’s just database marketing’s
specialty.

1.2 Why Is Database Marketing Becoming
More Important?

It is difficult to find statistics that document the size of the database mar-
keting industry. Some suggestive numbers are: (1) The market for “CRM
Software” is valued at $7.773 billion in 2005 and expected to grow to $10.940
billion by 2010 (Band 2006). (2) As of 2004, 100 of the top 376 companies
in the Fortune 500 list of US corporations are members of the Direct Mar-
keting Association, the trade association for direct marketing (Direct Mar-
keting Association 2004, pp. 22-23). (3) In 2004, 39.153 million US adults
bought products through the mail (Direct Marketing Association 2004, p. 29).
(4) Business-to-business direct marketing advertising expenditures totaled
$107 billion in 2003, and are expected to increase to $135 billion by 2007
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(Direct Marketing Association 2004, p. 167). These numbers provide indica-
tions of the size of the industry, but do not include budgets for marketing
analytics groups that analyze the data, for campaigns that implement data-
base marketing programs, or for the multitude of service firms (advertising
agencies, data compilers, and list management firms), that account for sig-
nificant expenditures.

The indications are that the database marketing industry is huge and in-

creasing. The question is, why? We hypothesize five major classes of reasons:

Information technology: Companies now have the ability to store and ma-
nipulate terabytes of data. While the software to do so is expensive, the
capabilities are dramatic.

Growth of the Internet: The Internet is a data-collection “machine.” Many
companies that previously could not collect and organize data on their
customers can now do so through the Internet.

Lower productivity of mass marketing: While there are no good statis-
tics on this, there is the belief that mass advertising and non-customized
marketing efforts are eliciting poorer response, while costs are increasing
and margins are declining. One can write the profitability of a marketing
campaign as I = Npm — N¢, where N is the number of customers reached
by the campaign, p is the percentage that respond, m is the contribution
margin when they respond, and c is the cost of contact per customer. For
a campaign to be profitability, we need p > ¢/m. Unfortunately, all three
of these terms are moving in the wrong direction. Response is lower (p),
costs are higher (c), and margins are lower (m). Database marketing tar-
gets customers for whom response is maximal, helping the profit equation
to remain in the black.

Marketing accountability: Results-oriented senior managers are requiring
all business functions to justify their existence, including marketing. No
longer is it taken on faith that “marketing works” or “marketing is a cost
of doing business.” The demands of senior managers for proven results
feed directly into database marketing’s emphasis on analyzing data and
measuring results.

Increasing interest in customer relationships: Companies are more con-
cerned than ever about their relationship with the customer. They see
their products commoditizing and customer loyalty wilting away. Data-
base marketing is a systematic way to improve customer relationships.
Establishing a competitive advantage: Companies are always trying to de-
termine what will be their source of competitive advantage. Perhaps that
source lies in the data they have on their own customers, which allows
them to service those customers better through database marketing.

We will discuss the marketing productivity, customer relationship, and com-
petitive advantage issues in depth in Chapter 2, because they essentially de-
fine the database marketing strategy of the firm.
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Fig. 1.1 The database marketing process.

1.3 The Database Marketing Process

Database marketing is implemented through a process depicted in Fig. 1.1.
The process originates in an environment characterized by the firm’s over-
all database marketing strategy, its organization, and legal issues (especially
privacy). These factors determine the nature of problems the firm faces, and
how they will be solved. The firm then needs to define the particular prob-
lem it wishes to address through database marketing. This entails a situation
analysis, a statement of objectives, and an outline of the methodology that
will solve the problem. For example, a firm whose DBM strategy emphasizes
customer relationships may notice that it is losing too many customers. The
objective may be to reduce the “churn rate” from 20% to 15% per year.
The firm therefore decides to design a proactive churn management program
(Chapter 24) with its attendant data requirements and statistical tools. Most
of the work can be done internally because the company has the organiza-
tional capability in terms of information technology, marketing analytics, and
campaign implementation. The company can then proceed to compile and an-
alyze the data. The analysis yields a campaign design that is implemented
and evaluated.

There are two key feedback loops in this process. First is the learning that
takes place over time. After a program is evaluated, it provides guidance on
what types of issues can be addressed successfully by database marketing,
what data are most valuable for providing insights and for predicting cus-
tomer behavior, how to analyze the data, and how to translate the analysis
into program design and implementation. This learning and the expertise
it breeds is one way in which database marketing can become a competi-
tive advantage for the firm. The second feedback loop is that each database
marketing campaign provides data for use in future analyses to solve future
problems. For example, customer response to a catalog mailing is used to
update “recency”, “frequency”, and “monetary” (RFM) variables for each
customer. These become part of the database and are used to develop future
targeting strategies.
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Table 1.1 Database marketing activities

Acquiring customers

Retaining and developing customers
Cross- and up-selling
Customer tier programs

Frequency reward programs
Churn management programs

Coordinating acquisition, retention,
and development
Multichannel customer management
Acquisition and retention planning

Managing the marketing mi
Designing communications
Multiple campaign management
Price targeting
Communications and product
personalization
Sales force management

Table 1.1 provides a list of database marketing activities — essentially, a
list of the marketing problems addressed by database marketing. These in-
clude acquiring customers, retaining and developing customers, coordinating
acquisition, retention, and development, and managing the marketing mix.
Several of the sub-issues within each of these merit their own chapter in this
book. For example, we will devote full chapters to cross- and up-selling, mul-
tichannel customer management, etc. These are all very challenging problems
and much work has been done on using database marketing to manage them
more effectively.

Because of the focus on analyzing customer data, several data analysis
techniques have emerged and been applied by database marketers. Table 1.2
lists these techniques. The two most basic analyses are lifetime value of the
customer and predictive modeling. Lifetime value of the customer is the net
present value of the incremental revenues and costs generated by an acquired
customer. The reason LTV is so important is that it includes the long-term
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Table 1.2 Database marketing analysis techniques

Liletime value of the customer {LTV)

Predictive modeling

Statistical technigues
Logistic regression
Tobit models

Hazard models

RI'M analysis

Market basket analysis
Collaboralive filtering
Cluster analysis
Decision lrees

Neural networks
Machine learning algorithms

Ficld tests

retention and development aspects of managing the customer. We devote
three chapters to calculating and applying LTV. Predictive modeling is the
most common form of analysis conducted by database marketers. It pertains
to the use of statistical analysis to predict future customer behavior — will the
customer churn, will the customer buy from this catalog, will the customer
become more loyal if routed to the top-tier call center, will the customer
be receptive to this recommended product? Predictive modeling is itself a
process, and we devote a chapter to studying this process.

For the statistically oriented individual, “your ship has come in” when
it comes to database marketing. Table 1.2 shows the multitude of methods
used by database marketers. The reason why so many techniques have found
application is partly due to the variety of problems to be addressed — e.g.,
collaborative filtering and market-basket analysis can be readily applied to
cross-selling, hazard models are useful for predicting how long the customer
will remain a customer; logistic regression, decision trees, and neural networks
are all useful for predicting “0-1” behavior such as, will the customer respond,
or will the customer churn?

However, in addition to the variety of problems stimulating the variety of
techniques, the other reason for the plethora of statistical techniques that are
applied by database marketers is the frantic race to achieve higher predictive
accuracy. As we will see several times in this book, even a nominal increase
in predictive accuracy can mean $100,000s in added profits for a single cam-
paign. Each bit of information we can squeeze out of the data can be directly
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Table 1.3 Organization of the book

Part 1; Strategic Issues
Chapter 1: Tnwroduction
Chapter 2: Why Database Marketing?
Chapter 3: Organizing for Database Marketing
Chapter 4: Customer Privacy and Database Marketing

Part 2: Customer Lifetime Value (LTV)
Chanter 5: Customer Lifetime Value — Fundamentals
Chapter 6: Issucs in Computing Customer Liletime Value
Chapter 7: Cuslomer Lifeume Value Applications

Part 3: Database Marketing Tools: The Basics
Chapter 8: Sources of Data
Chapter 9: Test Design and Analysis
Chapter 10: The Predictive Modcling Process

Chapter 11: Statistical Issues in Predictive Modeling

Chapter 12: REM Analysis

Chapter 13: Market Basket Analysis

Chapter 14: Collaborative Filtering

Chapter 15: Discrete Dependent Variable and Duration Models
Chapter 16: Cluster Analysis

Chapter 17: Decision Trees

Chapter 18: Artilicial Ncural Networks

Chapter 19: Machine Learning
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Part 5: Customer Managemen
Chapter 20: Acquiring Customers
Chapter 21: Cross-Selling and Up-Selling
Chapter 22: Frequency Reward Programs
Chapter 23: Customer Tier Programs
Chapter 24: Churn Management
Chapter 25: Multichannel Customer Management
Chapler 26: Acquisition and Retention Managementl

Part 6: Managing the Marketing Mix

Chapter 27: Designing Database Marketing Communications
Chapter 28: Multiple Campaign Management
Chapter 29: Pricin

linked to marketing profitability and efficiency. For example, if a predictive
model can increase response to a direct mail offer from 1% to 2%, this can
literally make the difference between a huge loss and a huge gain. The reason
is that while the percentage change is small, it is multiplied by 100,000s of
customers, if not millions. In this way, the benefits of marginal increases in
predictive accuracy add up, and we have a cornucopia of statistical techniques
that compete for the title, “most accurate.”
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1.4 Organization of the Book

We have organized the book according to Table1.3. PartI deals with the
issues that shape the database marketing process — firm strategy, firm orga-
nization, and the legal environment. Chapter 2, “Why Database Marketing”,
relates to the firm’s database marketing strategy, positing three fundamen-
tal reasons why companies might want to engage in database marketing:
improving marketing productivity, improving customer relationships, or es-
tablishing competitive advantage. As discussed earlier, which of these reasons
is the impetus for database marketing at a particular firm will influence the
rest of the DBM process — which problems the firm attempts to solve, and
how it tries to solve them. Chapter 3 deals with how to organize the firm’s
marketing function in order to implement database marketing. Chapter 4
represents the legal environment, in particular, the issue of customer privacy.
This certainly determines the types of database marketing efforts the firm
can undertake.

Parts II-TIV of the book deal with database marketing tools — how to collect
the data and do the analysis. Chapters 5-7 focus on the key concept of life-
time value of the customer (LTV). Chapters 8-10 focus on the basic tasks of
compiling data, field testing, and predictive modeling. Chapters 11-19 cover
the statistical methods used primarily in predictive modeling.

Parts V and VI focus on specific problems addressed by database mar-
keting. They largely draw on the tools described in PartsII-IV. Part V cov-
ers customer management activities including Acquiring Customers (Chap-
ter 20), Cross- and Up-selling (Chapter21), Frequency Reward Programs
(Chapter 22), Customer Tier Programs (Chapter 23), Churn management
(Chapter 24), Multichannel Customer Management (Chapter25), and Ac-
quisition and Retention Management (Chapter 26). Part VI focuses on the
marketing mix, particularly communications (Chapters 27 and 28) and Pric-
ing (Chapter 29).

The result is intended to be a comprehensive treatment of the field of
database marketing, including strategic issues, tools, and problem-solving.



Chapter 2
Why Database Marketing?

Abstract A basic yet crucial question is: why should the firm engage in
database marketing? We discuss three fundamental motivations: enhancing
marketing productivity, creating and enhancing customer relationships, and
creating sustainable competitive advantage. We review the theoretical and
empirical evidence in support of each of these motivations. Marketing pro-
ductivity has the best support; there is some evidence for both customer
relationships and competitive advantage as well, but further work is needed.

Perhaps the most fundamental question we can ask about any marketing
activity is what is its raison d’etre — what purpose does it serve in enhancing
firm performance? In this chapter, we propose and evaluate three reasons for
database marketing;:

e Enhancing marketing productivity
e Enabling the development of a customer/firm relationship
e Creating a sustainable competitive advantage

2.1 Enhancing Marketing Productivity

2.1.1 The Basic Argument

The pioneering retail entrepreneur, John Wannamaker, is said to have
lamented about the inefficiency of his marketing efforts, “I know that half of
my marketing is wasted; my problem is that I just don’t know which half.”
The promise of database marketing is to identify which marketing efforts are
wasted and which are productive, thereby allowing the firm to focus on the
efforts that are productive. Database marketing does this by identifying cus-
tomers for whom the marketing effort will pay off, and then targeting those
customers. In this view, database marketing is fundamentally a segmentation
and targeting tool for enhancing marketing productivity.

13
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Table 2.1 The economics of database marketing: A prospecting example

e Untargeted Mailing

Number of offers mailed: 1,000,000
Profit contribution per response: $80

Cost per mailing: $0.70
Response rate: 1%

Profit = 1,000,000 x 0.01 x $80 — 1,000,000 x $0.70
= $800,000 — $700,000

= $100,000
e Targeted mailing
Decile Number Response Profit ($) Cumulative
of prospects rate (%) Profit (8)

1 100,000 3.00% 170,000 170,000
2 100,000 2.00 90,000 260,000
3 100,000 1.40 42,000 302,000
4 100,000 1.15 22,000 324,000
5 100,000 1.00 10,000 334,000
6 100,000 0.60 —22,000 312,000
7 100,000 0.40 —38,000 274,000
8 100,000 0.30 —46,000 228,000
9 100,000 0.10 —62,000 166,000

10 100,000 0.05 —66,000 100,000

Total 1,000,000 1.00% $100,000

=> Target first five deciles (Profit = $334,000)

The power of this argument can be seen in the example shown in Table 2.1.
The example depicts the economics of a direct marketing campaign whose
goal is to profitably sell a new product to a list of 1,000,000 potential
“prospects.” Each prospect who “responds” to the offer generates $80 in
profit. The cost to extend the offer is $0.70, including costs of mailing and
printing of the mail piece. Assuming a 1% response rate — fairly typically for
a large-scale mailing — profit would be:

Profit = 1,000,000 x 1% response x $80/response
—1,000,000 x $0.70/contact = $100,000

The mailing is profitable. However, the above calculation illustrates Wanna-
maker’s perspective taken to an extreme —99% of the marketing expenditures
were wasted! Only 10,000 will respond to the offer, yet we are mailing to
1,000,000 customers to find those responders. This unfortunately is a typical
outcome for many marketing expenditures. The cost is not only lost profits
to the firm, but wasted “junk mail” and advertising clutter as well. If we
could eliminate some of that waste, profits could be increased and perhaps
society itself could be better served.

The lower portion of Table2.1 shows how the results can be improved
with database marketing. The prospect list is segmented into deciles, 100,000
in each decile, prioritized by their likelihood of responding to the offer.
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The prioritization is determined by a process called predictive modeling
(Chapter 10). Predictive modeling identifies a top decile of customers who
have a response rate of 3%. The second decile has a response rate of 2%, etc.,
down to the 10th decile, which has a response rate of 0.05%. The profits from
targeting the first decile would be 100,000 x 3% response x $80/response —
100,000 x $0.70/contact = $170,000. Targeting this decile alone would yield
more profit than targeting the entire list. The key is that we are saving on
the mailing costs — “only” 97%, not 99%, of the mail costs are wasted in this
segment.

Going through the calculations for each decile, we see that it would be
profitable to target the top 5 deciles, yielding a cumulative profit of $334,000,
much higher than the $100,000 gained by targeting the full list.

Database marketing allows firms to segment their customers according to
“lift tables” such as in Table2.1, and then deliver the marketing effort to
the customers whom the analysis predicts will be profitable. The key to the
profit improvement is that the top deciles have substantially higher response
rates than the lower deciles. The ratio of response rate in a decile to the
average response rate is known as “lift.” Note that a first-decile lift of 3 to 1
(3% response for that decile divided by 1% for the entire database) is enough
to enhance profits significantly. The lift for the top 5 deciles is 1.71%/1% =
1.71. Lift levels of this magnitude are quite feasible given current statistical
technology. This provides a fundamental reason for firms to employ database
marketing — it increases the profits generated by marketing campaigns by
targeting customers more effectively.

2.1.2 The Marketing Productivity Argument in Depth

The marketing productivity argument for database marketing follows from
the recognition of three major forces: (a) a major problem of mass market-
ing (e.g., traditional electronic media such as television) is lack of targeting
and database marketing provides the ability to target, (b) marketing needs
to be accountable and database marketing provides accountability, and (c)
mass marketing efforts are difficult to assess and adjust, whereas database
marketing provides a process for learning how to target more effectively.

2.1.2.1 Database Marketing as a Solution to Targeting
Inefficiencies of Mass Marketing

Beginning with Wannamaker’s observation that half his advertising was
wasted, marketers have long lamented their inability to target efforts ef-
fectively. For example, mass media advertising can be targeted only to a
limited degree. Market research services identify demographic characteristics
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and product preferences associated with particular television shows, or geo-
graphic regions, but this produces nowhere near the desired level of individual
targetability.

Blattberg and Deighton (1991) pioneered the notion that data technol-
ogy can improve targeting in their concept of the “addressable consumer.”
Their main point was that database marketing could create a dialogue be-
tween the customer and the company, whereby the company would learn the
responses of individual customers and respond to their needs. This was a
radical departure from mass media. Deighton et al. (1994) elaborated on this
theme: “At its most sophisticated, then, a transaction database is a record
of the conversation between a firm and each [italics added] of its customers,
in which the firm’s offering evolves as the dialogue unfolds” (p. 60).

Coincident with the conceptual argument that data technology could im-
prove targeting was the practical observation that the costs of maintaining
and storing databases had decreased rapidly. Blattberg and Deighton (1991)
maintained that “the cost of holding a consumer’s name, address, and pur-
chase history on line has fallen by a factor of a thousand since 1970 and
is continuing to fall at this rate.” Sheth and Sisodia (1995b) report that
“Computing power that used to cost a million dollars can be had today
for less than a dollar.” Peppers and Rogers (1993, pp. 13-14) echo similar
themes.

Second was the observation that the tools for extracting the necessary
learning from the data (to construct the lift table in Table 2.1) were available
and getting better. This led to an explosive growth in “data mining” (e.g.,
Peacock 1998). Peacock defines data mining as “the automated discovery
of ‘interesting,” nonobvious patterns hidden in a database that have a high
potential for contributing to the bottom line. .. ‘interesting’ relationships are
those that could have an impact on strategy or tactics and ultimately on an
organization’s objectives.” He cites a few examples:

e Marriott’s Vacation Club used data mining to cut the level of direct mail
needed to accomplish a desired response level. This is a prime illustration
of Table 2.1.

e Prudential Insurance tested the results of data mining for improved re-
sponse rates among prospects, and found them to be doubled.

e American Express used data mining to “score” customers in terms of how
likely they were to purchase various items. It then used these data to
generate offers that match the products of its partners with the needs of
its customers.

In summary, the recognition that targeting was the problem with mass mar-
keting, that database marketing could theoretically improve targeting, that
database costs were declining, and that data mining was effective in prac-
tice at developing the targeting plans, contributed mightily to the growth in
database marketing as a tool for improving marketing productivity.
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2.1.2.2 Marketing Accountability and the ROI Perspective

Emerging from the period of high inflation in the 1970s, senior manage-
ment became very concerned with costs — production, labor, and materials.
Webster (1981) (see also Lodish 1986) reported that by the early 1980s,
CEO’s had begun to focus on marketing. The fact that it was general man-
agers — the CEQ’s — who were calling attention to marketing meant two
things. First, the issue was broader than costs. It was productivity in the sense
of Return on Investment (ROI), i.e., how much profit was being generated
per marketing dollar. Second, marketing needed to be accountable, so that
marketing productivity needed to be measured. Sheth and Sisodia (1995a)
report that by the mid-1990s, “CEQ’s are demanding major cost savings and
a higher level of accountability from marketing than ever before.”

As illustrated in Table 2.1, database marketing fulfills the need to measure
ROIL Rather than spending $700,000 to produce a profit of $100,000 (an
“ROT” of 15%), database marketing would spend $350,000 to produce a profit
of $334,000 (an ROI of 95%).! Expenditures have decreased and profits have
increased. The key however is that the results are measurable. The entire
database marketing mentality is based on measuring results. In Table 2.1, it
is relatively simple since response can be measured and tabulated, and the
costs can be calculated.

Costs, at least direct costs, are almost always easy to measure in a direct
marketing context. Incremental revenues are sometimes difficult to measure,
however, because it is not clear what response would have been without
the marketing campaign. This is where the role of experimentation and
learning comes in. For example, assume that in Table2.1, it was possible
that consumers could buy the product even without a direct mail campaign,
e.g., through a different sales channel. The database marketer would then
design an experiment by creating a control groups. Rather than mailing to
all 100,000 prospects in Decile 1, he or she would mail to just 90,000, holding
10,000 aside as controls. The incremental gain from the campaign could
then be calculated as the response rate for the 90,000 minus the “response”
rate for the 10,000. The ease of conducting experiments plays a key role
in measuring the results of database marketing, hence in making database
marketing accountable.

While marketing ROI is naturally measured as profit generated per incre-
mental expenditure divided by the investment, there are many other ways to
measure it. Sheth and Sisodia (1995a, b) propose that marketing productivity
be measured as a weighted average of customer acquisition productivity and
customer retention productivity. Customer acquisition productivity would

1 Note it is not clear that firms should maximize ROI rather than the absolute level of
profits. ROI may be maximized at a lower level of expenditure than would maximize
profits (see Table2.1, where targeting just the first decile would maximize ROI, while
targeting the first 5 deciles will maximize profits). (The authors thank Preyas Desai for
these insights.)
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consist of revenues generated by new customers divided by expenditures on
acquiring new customers, “adjusted by a customer satisfaction index” (p. 11).
The adjustment serves to quantify the long-run benefits of this acquisition.
Customer retention productivity would consist of revenues from existing cus-
tomers divided by expenditures for serving existing customers, adjusted by a
“customer loyalty index,” again to bring in the long-term value of the invest-
ment. There are several practical issues in constructing these measures, but
the emphasis on acquisition and retention plays to the very definition of data-
base marketing (the use of customer databases to increase the effectiveness of
marketing in acquiring and retaining customers). We add that cross-selling
or up-selling customers is also very important. Once a firm has a customer,
the ability to sell additional products through database marketing provides
the firm a significant advantage (Blattberg et al. 2001).

2.1.2.3 Database Marketing as a Learning System

Mass marketing efforts are difficult to assess and adjust. While marketing mix
modeling has become very popular and generates useful results, a key limita-
tion is the difficulty and cost in setting up controlled experiments. Database
marketing is a learning marketing system because firms use both experimen-
tation and data mining techniques to learn about the effectiveness of their
marketing mix decisions and about their customers’ behavior, and then ad-
justs these decisions accordingly. Experimentation is fundamental to database
marketing. In its extreme database marketers test micro tactical decisions
such as the color of the paper used in a direct marketing campaign or the
greeting used in telemarketing. While very tactical, experimentation means
that database marketers can learn from their “mistakes” — unsuccessful copy,
pricing or offers — and can improve the effectiveness and efficiency of their
marketing activities.

Traditional mass marketers in theory can set up experiments but they
are prone to small sample sizes, difficulty creating controls and high costs.
Tools such as IRI’s Behavior Scan can be used in the consumer packaged
goods industry to test advertising. However, for most products that can not
be tracked with consumer panels, this option does not exist. Hence, database
marketing has a significant advantage to firms because of the ability of the
firm to experiment, learn, and adjust.

Database marketers such as Amazon now use more sophisticated targeting
tools to learn about their customers’ behavior and then use this to cross-sell
other products. One technique used to analyze customer behavior and make
product recommendations is called collaborative filtering (Chapter 14). This
and similar techniques use purchase histories and other information to deter-
mine the likelihood a customer will purchase a related product. For example,
Amazon uses a customer’s book purchase history to make a recommendation
of books the customer might be interested in purchasing.
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Fig. 2.1 The learning marketing system fostered by database marketing.

We call the process of implementing database marketing campaigns, learn-
ing, and adjusting a “learning marketing system”. This system is depicted
in Fig.2.1. The figure shows that the firm uses information it collects in
the process of acquiring and retaining customers to update its strategy
for interacting with customers. This entails the product offering, commu-
nications, price, and promotion. The firm is able to target these elements
more effectively because it has learned about consumer preferences and
responsiveness.

A learning marketing system can also provide a competitive advantage to a
firm because, if carefully crafted, it can provide better product recommenda-
tions and more targeted communications to the customer than if the customer
switches companies and makes his or her first purchase from a competitor.
That competitor does not have the information available to customize prod-
uct recommendations and communications. Amazon should therefore have a
significant advantage relative to Barnes & Noble and Borders because it has
been tracking customer purchase much longer and offering recommendations
throughout the customer’s purchase experience with Amazon.

2.1.3 Evidence for the Marketing
Productivity Argument

Table 2.1 suggests two crucial components to the marketing productivity ar-
gument for database marketing. First is that predictive modeling generates
lift tables that separate customers who will respond from those who will
not. Second is that these tables actually predict what will happen once the
marketing campaign is launched.

There are several examples to demonstrate the feasibility of lift tables
(“charts” when shown graphically). Figure 2.2 is from Ansari and Mela (2003)
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Fig. 2.2 Lift chart for an e-mail campaign (From Ansari and Mela 2003).

on targeted e-mail. The goal was to use e-mail to generate visits to an
information-oriented website. As the figure shows, the average response rate
was 20%. However, the authors were able to separate customers into deciles
such that customers in the first 3 deciles had a response rate of 40%, a 2 to 1
lift. See Sheppard (1999) and Chapter 10 for a detailed discussion of lift tables.

Figure 2.3 shows a lift chart for predicting which credit card customers
will close their accounts (i.e., “churn”). Predictions are based on customer
behavior over the previous six months. As the chart shows, those in the
top decile have a 7% chance of churning, compared to an average of less
than 1% over the entire customer base. The top decile customers could be
targeted with a customer retention program — perhaps a new offer, or simply
a reminder of the favorable features of their credit card.

Figure 2.4 shows the predicted “next-product-to-buy” adoption of web
banking for a retail bank (Knott et al. 2002). The most important variable
for making these predictions was products currently owned by customers.

)

8%

% Churn

1 2 3 4 5 6 8 9 10
Decile

Fig. 2.3 Lift chart for predicting credit card customer attrition (Courtesy of ASA, Pitts-
burgh, PA, ModelMax Demonstration Data).
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Fig. 2.4 Lift chart for predicting adoption of web banking using a next-product-to-buy
(NPTB) model (From Knott et al. 2002).

The average adoption rate is 2.3%; the adoption rate in the top 3 deciles is
5%. These customers appear to be good prospects for a web banking direct
mail piece.

In all three examples, the database marketer uses predictive models to
separate customers in segments (deciles) in prioritized order of their partaking
in some behavior — be it response to an e-mail, giving up a credit card, or
adopting a new product. Different actions are called for depending on the
decile in which a given customer falls.

These results are impressive and show customers can be segmented using
predictive models. Note this is not the traditional form of segmentation used
in marketing text books. It is segmentation based on the likelihood of buying
determined from statistical models. A critical question is: does targeting im-
plied by lift charts actually result in higher revenues and profits? Figure 2.5

$100

$75
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50

NPTB Mail NPTB Control Heuristic Mail  Heuristic Control

Fig. 2.5 Revenues from field-tested cross-selling campaign (From Knott et al. 2002).
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shows one example from Knott et al. (2002). A predictive model was used to
prioritize customers according to their likelihood of purchasing a home eq-
uity loan. The top prospects were then targeted with a direct mail campaign.
Note that this tests the ability of the predictive model predictions to hold up
when the targeting actually occurs, subsequently to the modeling.

Figure2.5 shows the targeted mailing generated revenues of $93 per
mailed-to customer. However, customers could have obtained a loan through
other means, for example, simply by walking up to the bank and applying.
Did the mailing generated incremental revenue above what would have been
obtained through the usual marketing channel? To answer this, the authors
in advance set up a control group consisting of customers who were predicted
by the model to be top prospects, but were randomly selected not to receive
the direct mail piece. It turned out that some of these people did obtain
loans on their own, but revenues for this group were only $37 per customer.
Finally, the question arises as to whether the model — based on a neural
net — worked better than a simple heuristic. In this case, the heuristic was
to target direct mail pieces for the loan to wealthier customers. As Fig. 2.5
shows, this heuristic barely produced any additional revenues compared to
its control group.

Knott et al. (2002) suggest three key findings. First, targeted campaigns
based on predictive models produce higher revenues. Second, the revenues
are incremental over what would have been achieved through existing mar-
keting efforts. Third, the model outperforms a reasonable but non-statistical
heuristic. Overall, we see measurable improved performance from targeting.?
That is one of the promises of database marketing.

The above examples suggest that statistical methods can create beneficial
targeting efforts. One consideration is costs. As we saw earlier, the costs
include: compilation of a database, the lift chart capabilities generated by a
given investment, and average contact expenses with and without database
marketing. Industries that naturally maintain customer databases, such as
services and catalogs, obviously will find the database costs less expensive.

2.1.4 Assessment

The argument that database marketing’s raison d’etre is to improve market-
ing productivity is compelling. It is based on (1) the recognition that effec-
tive targeting is crucial and that database marketing can deliver it, (2) that
modern marketers are accountable and that database marketing can mea-
sure ROI, and (3) that learning and refinement is key to effective marketing
and database marketing is indeed a learning process. These forces should

2 The illustration in Fig. 2.5 is in terms of revenues, but Knott et al. (2002) show that
profits increase as well.
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continue into the future. In addition, the targeting and ROI components of
the argument have received direct empirical support.

While the marketing productivity argument is indeed powerful and
undoubtedly has contributed to the growth of database marketing, the pro-
ductivity argument is largely tactical. It focuses on the profitability of indi-
vidual marketing campaigns. It leaves out two fundamental issues, developing
customer relationships and establishing a competitive advantage. These two
issues will be the focus of the next two sections of this chapter.

2.2 Creating and Enhancing Customer Relationships

2.2.1 The Basic Argument

The argument is that (1) strong customer relationships are good because
they go hand-in-hand with brand loyalty, and (2) database marketing can be
used to create and enhance customer relationships.

2.2.2 Customer Relationships and the Role
of Database Marketing

2.2.2.1 The Emergence of Customer Relationships
as an Area of Marketing Focus

Among the first researchers to articulate the CRM argument for database
marketing was Berry (1983). Berry urged marketers to be “thinking of mar-
keting in terms of having customers, not merely acquiring customers,” (p. 25),
and defined relationship marketing as “attracting, maintaining, and enhanc-
ing customer relationships in multi-service organizations.” The importance
of customer relationships was echoed by Webster (1992, p. 1): “Customer
relationships will be seen as the key strategic resource of the business.”

Berry outlined a number of relationship marketing strategies, including
“customizing the relationship”, which was an especially attractive strategy
when “personal service capabilities are combined with electronic data process-
ing capabilities.” He describes examples at Xerox, American Express, and
other companies where service capabilities were enhanced by customer data
records. The key notion was that a customer service representative could cul-
tivate a stronger relationship with the customer by having instant access to
the customer’s data file.

Berry’s emphasis on relationships stemmed from the idea of enhancing cus-
tomer service. Webster’s emphasis on relationships stemmed from a desire to
move the definition of marketing toward one based on social and economic
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processes rather than functional tasks (the 4 P’s). More recently, the motiva-
tion for emphasizing customer relationships stems from the simple economics
of lifetime value. The lifetime profits or “customer equity” delivered by a set
of N customers can be written as (see Chapter 5):

Profits = Ni W — Na (2.1)
=0

where:

N = Number of customers acquired.

a = Acquisition cost per customer.

R = Revenues per period per customer.

¢ = COGS per period per customer.

m = Ongoing marketing costs per period per customer.

6 = Discount rate.

r = Retention rate, i.e., the percentage of customers who are retained year
to year.

Equation 2.1 can be re-written as:

Profits = N(R — ¢) <m> ~ Nm <m> “Ne (22

where the first term is long-term profit contribution, the second term is long-
term retention costs of marketing, and the third term is total acquisition
costs. The emphasis on customer relationships is consistent with the fact
that Equation 2.2 is a convex function of retention rate as opposed to a linear
function of the number of acquired customers.

The convexity of long-term profits with respect to retention rate can be
seen in Fig. 2.6. The implication is that an increase in retention rate by 20%
increases profits more than increasing the number of customers (N) by 20%.

The benefits of customer retention have been reinforced by several re-
searchers. Winer (2001) reports a McKinsey study that investigated how
acquisition versus retention affects the market value of Internet firms. The
study concluded that retention was far more powerful than acquisition.
Reichheld (1996) found that small increases in retention have dramatic im-
pact on total profits. Gupta et al. (2004a) reached similar conclusions.

A relationship management strategy is partly predicated on the belief that:
(a) retaining customers is less expensive than acquiring new customers and
(b) increasing retention is more valuable than increasing acquisition. The
above discussion suggests a solid foundation for the revenue side. Unfortu-
nately there is not a solid foundation for the cost side. It may be far more
costly, or impossible, to increase retention rates from 80% to 90% than it is
to increase acquisition rates from 1% to 5%. Generalizations about the costs
of increasing intention rates have not been well documented. This is an em-
pirical question and may be firm specific. See Chapter 26 for more discussion
of acquisition versus retention strategies.
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Fig. 2.6 Relationship between customer retention rate and total profits per customer
(Equation 2.2).

Another impetus for the importance of relationships was research in the
1990s that showed a linkage from relationship strength to customer satisfac-
tion to loyalty to firm performance. Several studies have investigated all or
part of the satisfaction-loyalty-performance linkage. Anderson et al. (1994)
used a three-equation model to describe the evolution of customer expecta-
tions, satisfaction, and return on assets. Their analysis was at the company
level-77 Swedish firms across a wide variety of industries. The critical find-
ing was a strong link between satisfaction and return-on-investment (ROA).
They did not investigate brand loyalty per se but did hypothesize that one
reason for a link between satisfaction and ROA is higher loyalty.

Rust and Zahorik (1993) model this more formally. They present a broad
model that captures the relationship between satisfaction, retention, and mar-
ket share. While they do not estimate the entire model, they provide an ex-
ample where they predict retention likelihood for a retail bank as a function
of satisfaction factors. The most important satisfaction factor influencing re-
tention is “Warmth,” which includes elements such as “friendliness,” “how
well the manager knows me,” “listens to my needs,” as well as “convenience
to home.” Most of these elements are basically indicators of the strength of
the customer relationship.

Barnes (2000) studied 400 customers’ relationships with companies from
a variety of industries, including financial institutions, grocery stores, and
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telecommunications. He measured the closeness, strength, and emotional
tone of the relationship, and found that closeness correlated strongly with
satisfaction.

Bolton (1998) studied the effect of satisfaction on the length of the re-
lationship. She found that prior cumulative satisfaction directly affects the
length of the duration of the relationship. She also shows that the effect of
transaction or service failures on duration times depends upon prior satis-
faction. Her results show a direct relationship between customer satisfaction
and the lifetime value of a customer.

Together, the above papers trace a relationship from the customer relation-
ship to customer satisfaction to loyalty/retention to higher firm performance.
They cement the argument that relationships are important because they in-
crease retention, and retention is an attractive way to build firm performance.

2.2.2.2 The Role of Database Marketing in Establishing
Customer Relationships

The previous discussion established the importance of customer relationships.
What is needed next is to establish that database marketing is a way to
establish relationships.

Fournier (1998) presented the conceptual foundation for customer-brand
relationships, and provided exploratory evidence that relationships are a valid
behavioral construct. Her conceptual foundation, based on the work of Hinde
(1995), was that a relationship involves four aspects: (1) reciprocal exchange
between the partners in the relationship, (2) purpose in that relationships
satisfy goals of both participants, (3) multiplex in that they take on many
different forms, and (4) a process, in that they evolve over time.

All four dimensions map to the capabilities of database marketing. The
reciprocal exchange is that customers give firms data and firms give customers
better products and service. The goals to be satisfied are profits for the firm
and overall utility for the customer. The multiplex nature of relationships
suggests that there must be several “touch points” where customers and firms
interact, and all must be managed. Database marketing has the capability to
manage these touch points. But the strongest fit between database marketing
and relationships involves the notion that relationships are processes that
evolve over time. The nature of database marketing is to collect data, take
action, evaluate the action, collect more data, take more actions, etc. The
customer data file and the conclusions one can draw from it evolve over time,
as relationships should by their very nature.

Fournier’s work suggests that database marketing and relationships bond
at a conceptual level. Peppers and Rogers (1993, 1997) articulated that bond
from a managerial perspective. Peppers and Rogers (1993) emphasized the
importance of building relationships with a one-to-one mentality. They dis-
cussed critical relationship concepts such as “share of customer”, “customer
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Fig. 2.7 Brand relationship management model.

driven,” and “lifetime value.” Peppers and Rogers (1997) emphasize that
the way to manage these relationship concepts is through data. They state
(p. 11), “the computer is now changing the actual character of the compet-
itive model itself, supplanting it with a customer-driven model.” The mar-
keting mantra is now, “I know you. You tell me what you want. I make it. I
remember next time.”

Nebel and Blattberg (1999) developed the concept of Brand Relation-
ship Management defined by them as, “An integrated effort to establish,
maintain, and enhance relationships between a brand and its consumers,
and to continuously strengthen these relationships through interactive,
individualized and value-added contacts, and a mutual exchange and
fulfillment of promises over a long period of time.” Rather than concentrate
on share of requirements (market share among the brand’s customers) as
the ultimate goal, they suggest that the end-state of brand relationship
management is loyalty developed through affinity and the creation of a brand
relationship. An example is Apple Computer who has created numerous
customer interactions through their IPOD and Itunes and Apple Stores.
These help build a brand relationship rather than simply a brand. The goal
of a strong brand relationship is loyalty and recommendation of the product
or service. Their framework is shown in Fig. 2.7.

Another example of brand relationship management is P&G’s mother
helpline. For a brand like Pampers (diaper) P&G provides an interactive
helpline and website to answer mother’s questions. Even if these questions
are not directly related to diapers, this creates interactive, individualized,
value-added contacts and hence a stronger brand relationship. The issues for
academics are: (a) do these contacts strengthen brand loyalty and (b) does
the enhanced loyalty create a brand relationship that leads to greater lifetime
value.

Winer (2001) further strengthened the link between customer relation-
ships and database marketing with his “framework for customer relationship
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management.” This is a framework for implementing customer relationship
management. The framework inter-twines data, data analysis, and relation-
ship building, and consists of the following steps:

Creating a customer database

Analyzing the data

Selecting customers to target

Targeting customers with the appropriate vehicle

Developing relationship programs — reward programs, customized product,
customer service, community building

6. Privacy considerations

7. Developing metrics to evaluate the process

CU o=

Steps 56 involve the harnessing of database marketing specifically to develop
relationships.

2.2.3 Evidence for the Argument that Database
Marketing Enhances Customer Relationships

The evidence that database marketing exists to build customer relationships
is not very strong. The issue is clouded by the faddish nature of “CRM” as
the latest answer to company problems. CRM has indeed received less than
favorable reviews from the business press. Most of this comes from company
surveys of manager satisfaction with CRM initiatives.

e Insight Technology reported that 31% of companies believed they obtained
no return on CRM, 38% got minor gains (Anonymous 2001).

e Gartner Group reported that 45% of CRM projects fail to improve
customer interactions and 51% generate no positive returns in 3 years
(Anonymous 2001).

e Meta Group reports that 75% of CRM initiatives fail to meet objectives
(Anonymous 2001).

e “It is estimated that 60-80% of CRM projects do not achieve their goals,
and 30-50% fail outright” (Sheth and Sisodia 2001).

e Mercer Management Consulting found that only 38% of companies are
realizing expected returns from CRM tools, 26% are realizing expected
returns from customer profitability tools (Jusko 2001).

These surveys do not pinpoint the source of the disappointment with CRM
initiatives. It is not clear whether CRM initiatives have failed, or whether they
are serving as a scapegoat for poor technological investments. In addition,
the examples are from a particular time period — the “dot-com boom” —
when companies had been over-investing in information technology. In any
case, there are several possibilities as to why these initial efforts to integrate
database marketing and customer relationship management may not have
been successful:
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e Organizational Barriers: Database marketing-based CRM requires orga-
nizational coordination. Companies have not been able to achieve this.
Marketing quarrels with sales over who owns the customer (Boehm 2001).
Marketing and finance quarrel about how deeply to go down the priori-
tized customer file in investing in the relationship. Marketing and IT do
not share insights from the data mining (Gillet 1999). Management re-
ward structures are too short term to encourage cultivating the customer.
Peppers and Rogers (1997) argue that organization structures and com-
pensation schemes must adapt to the customer-centric revolution. Srini-
vasan and Moorman (2002) show that a customer-focused reward system
and strong interactions between marketing and IT encourage appropriate
investment decisions that in turn breed customer satisfaction and better
corporate performance. Reinartz et al. (2004) show that rewarding employ-
ees for cultivating relationships enhances the effectiveness of CRM efforts.

o Acquisition versus Retention Costs: While part of the attraction of CRM
is the view that it is cheaper to increase retention than to increase
acquisition, it this assumption may be incorrect. For example, part of
the CRM strategy is to develop a “single view of the customer”. This
enables the firm to manage the customer as an entity, rather than focus
on individual products. However, this may be very expensive to achieve.
Gormley (1999) reports that 92% of companies think the single view of
the customer is important, but 88% either “not really” or “not at all”
have it today. So it may be that the IT costs associated with compiling
the data needed to manage the customer are formidable.

o Clltivating the Customer Side of Customer Relationship Management:
Fournier et al. (1998) argue that companies simply have not deliv-
ered reciprocal benefits that are a cornerstone of customer relationships
(Fournier 1998). Companies make unrealistic demands on customers. They
charge loyal customers higher prices rather than lower prices. They appear
pre-occupied with their very best customers and under-occupied with
their average customer. One of the supposed benefits of CRM is being able
to identify best customers and focus on them (Peppers and Rogers 1993;
Zeithaml et al. 2001). While this may be appropriate, it does not mean
that average customers should be abandoned or relegated to automatic
call-handling systems. Malthouse and Blattberg (2005) show that many of
the future best customers come from customers who are currently average.

e Relying on Technology to Solve What Essentially is An Issue of Corporate
Culture: The view of CRM as a database marketing activity is that
databases are a tool for economies of scale. They allow large firms to know
customers in the way that the corner drugstore used to know its customers
(Swift 2001). However, this is only half the equation. The other part is
that the proprietor of the corner drugstore truly cared about his/her cus-
tomers. CRM is more than having the memory and database knowledge of
consumer needs and wants. It requires a corporate culture oriented toward
caring for individuals than the task-oriented corporate cultures that are
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amenable to information technology (see Deshpandé et al. 1993). These
points have been raised by Sheth and Sisodia (2001) as well as Day (2000).

o Companies Have Not Been Able to Balance Customer-Centricity and
Product-Centricity: CRM exhorts firms to become customer centric, that
is, view their business as customer management rather than product
management. Companies have perhaps come up against the financial
problems in creating a single view of the customer, the organizational
conflicts between CRM and product management and other groups, and
the realization that their culture does not focus on the customer, and
declared CRM to be a failure. Perhaps the answer is to view the solution
along a continuum, from fully customer-centric to fully product-centric,
and management’s task is to find the right balance.

While the above paints a dim picture of database marketing as the basis
for CRM, the Conference Board (Bodenberg 2001) sampled 96 marketing
and sales executives, representing a cross-section of companies in terms of
manufacturing versus service, revenues, B2B versus B2C, and size of cus-
tomer base. Eighty percent of respondents reported their CRM efforts either
somewhat or very successful. Companies who report very successful efforts are
more likely to warehouse their own data. This suggests a strong commitment
to CRM. The report finds that the factors that often lead to CRM success
are: corporate culture and leadership, process and technology improvement,
direct communications with the customer, and budgetary and cost savings.
There are also anecdotal testimonies to the success of CRM programs. These
include companies such as Harrah’s Entertainment (Maselli 2002; Swift 2001)
and several others.

Two important empirical studies connect database marketing, customer
relationships, and firm performance. Zahay and Griffin (2004) surveyed 209
software and insurance managers. They measured: (1) personalization and
customization, i.e., using data to create individual-level products and com-
munications, (2) customer information system (CIS) development, i.e., the
degree to which the firm can generate, remember, disseminate, and interpret
customer data, (3) customer performance, i.e., retention, LTV, and share-of-
wallet, and (4) business performance, i.e., self-reported growth and income.
The authors found that personalization and customization (i.e., the practice
of database marketing), related positively to the development of the CIS,
which in turn related positively to customer performance, which in turn re-
lated positively to firm performance (p. 186, fig. 2.5). In summary, database
marketing (developing a CIS and using it for personalization and customiza-
tion), relationship development (customer performance), and business per-
formance go together.

Reinartz et al. (2004) surveyed 211 executives to study the relationship
between CRM activities and firm performance. CRM activities consisted
of efforts to initiate, maintain, and terminate customer relationships. They
used several self-report scale items to measure these constructs. Items in-
cluded “We use data from external sources for identifying potential high value
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customers” (initiation), “We continuously track customer information in or-
der to assess customer value” (maintenance), “We have formalized procedures
for cross-selling” (maintenance), and “We have a formal system for identify-
ing nonprofitable or lower-value customers” (termination). Performance was
measured using both self-report, and for a subset of their sample, an objec-
tive measure (return on assets). The authors found that CRM efforts were
positively associated with self-report and objective measures of performance.
They also found organizational factors could enhance this association. Specif-
ically, the degree of “organizational alignment,” which entailed reward sys-
tems for employees who enhance customer relationships, and organizational
capabilities to treat customers differently according to their profitability, in-
teracted positively with the impact of CRM efforts on performance.

Interestingly, the authors found that investment in CRM technology, which
included enhancements to the firm’s ability to target 1-to-1 and to manage
“real-time” customer information, was negatively related to the perceptual
measures of performance. One interpretation of these results is that while
having a good customer database enhances performance, it is all too easy to
over-invest in sophisticated technology that does not pay out.

These two studies provide an initial set of evidence relating the compilation
and utilization of customer data to customer relationships and to firm perfor-
mance. The evidence is not definitive, and there are several avenues that need
investigation. For example, Reinartz et al. (2004) do not isolate the role of
customer data, treating it as a part of CRM efforts. In addition, the negative
results for investment in CRM technology, which is often data-oriented, give
pause to the “collect-all-possible-data” dictum, and need further research.
The Zahay and Griffin (2004) study views CRM as the antecedent of customer
data, whereas the causality may be the reverse, i.e., CIS enables CRM, which
in turn enhances performance. In summary, future work should analyze differ-
ent models with different measures in different industries before we can fully
understand whether and under what conditions the collection and utilization
of customer data enhances customer relationships and firm performance.

2.2.4 Assessment

Overall, the logic for database marketing as a tool for developing customer
relationships is compelling. That retention has a bigger impact than acquisi-
tion is a mathematical truism. There is empirical work that says that strong
relationships lead to better customer satisfaction, better retention, and hence
better firm performance. One major question is: “Do retention investments
have a higher payout than acquisition investments?” The literature on this
question is almost non-existent. An exception is Reinartz et al. (2005) who
find: (a) under-spending is more detrimental than over-spending; and (b)
suboptimal allocation on retention has a greater effect than under-spending
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on acquisition. However, more research is needed to understand the alloca-
tion of resources between acquisition versus retention efficiencies and costs.
Another question is whether database marketing can be used to create or
improve customer relationships. There is evidence on both sides, including
two empirical studies supporting a positive association among database mar-
keting, CRM initiatives, and firm performance. But there is a critical need
for more systematic research.

2.3 Creating Sustainable Competitive Advantage

2.3.1 The Basic Argument

Database marketing utilizes a customer information file, which by definition
is owned by one company and not the other. The company can use its in-
formation to serve its customer better by identifying the correct services to
offer, make product recommendations, or tailor promotions more effectively
than its competition can do with this set of customers. This asymmetric in-
formation gives a company a potential sustainable competitive advantage. It
is sustainable because it would cost the competition too much to obtain the
same information — they would have to buy the company. In fact, increasingly
the value of a company is determined by the value of its customer file (Gupta
et al. 2004a).

This vision is compelling. Customer databases are proprietary and their
advantage grows as the company learns from them and improves its customer
offerings even more. However, this does not consider competition. In particu-
lar, will each competitor assemble its own database and allow a “live and let
live” customer information environment, or will they compete more intensely
to acquire the competitor’s customers and retain their own customers? We in-
vestigate these issues as we trace the evolution of the sustainable competitive
advantage argument.

2.3.2 Evolution of the Sustainable Competitive
Advantage Argument

The argument that database marketing provides a sustainable competitive
advantage has evolved in three steps. First was the emergence of “marketing
orientation” as a source of competitive advantage. Marketing orientation in-
volved the collection and utilization of customer information. However, cus-
tomer information was defined broadly and not specifically as the customer
information file used by database marketers. In the second step, Glazer (1991,
1999) and others sharpened the role of customer information files, and how
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they could provide companies with a competitive edge. In the third step,
economists have developed formal models explaining how the customer in-
formation file could provide a sustainable increase in profits.

2.3.2.1 Marketing Orientation

Kohli and Jaworski (1990) defined marketing orientation as the “generation”
of customer data, its “dissemination,” within the organization, and the “re-
sponsiveness” of the organization to the information. A series of studies mea-
sured marketing orientation and related it to performance.

Jaworski and Kohli (1993) conducted executive surveys using two samples,
of 145 and 136 strategic business units (SBU’s) units respectively. (Also see
Kohli et al. 1993). They defined market orientation similar to their 1990
paper, and measured it on a 32-item scale. The scale included items related
to actions such as meeting with customers on a frequent basis, doing in-house
market research, collecting industry information, etc. There was no explicit
measurement of the use of customer information file.

The authors found that market orientation had a significant positive rela-
tionship with a judgmental business performance measure. However, market
orientation had no relationship with an objective business performance
measure-dollar market share. The antecedents of marketing orientation
included top management emphasis, high interdepartmental connectedness
and low conflict, decentralized organization, and a reward system orientation
to executive compensation. This paper established that organizational
factors create an environment for developing a marketing orientation. It did
not however show that marketing orientation improves firm performance in
terms of an objective business performance measure.

Moorman (1995) surveyed 92 marketing vice presidents and found that the
mere collection and transmission of information had no effect on the firm’s
new product performance, but that “conceptual” and “instrumental” utiliza-
tion were positively related. Conceptual utilization is the indirect use of infor-
mation such as summarizing results, giving them meaning, etc. Instrumental
utilization is the direct application of the information to evaluating projects
and giving clear direction for implementation. Moorman’s findings imply it
takes more than the simple collection and dissemination of the information
to create an advantage and the key is in making sense of the information and
actually using it to guide policy.

Moorman and Rust (1999) surveyed two samples of managers, of sizes
n = 330 and n = 128. They found that market orientation related to
profitability and market performance but interestingly, not to customer rela-
tionship performance. Moorman and Rust’s results imply that customer infor-
mation can improve performance but not necessarily create loyal customers.
It is as if the high market orientation firms use data to improve marketing
productivity, but not necessarily to nurture customer relationships.
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As described in Sect.2.2.3, more recent work (Zahay and Griffin 2004;
Reinartz et al. 2004) has specifically linked database marketing activities
to firm performance. The information utilization constructs in these studies
relate more directly to database marketing activities, and therefore extend
the work relating marketing orientation to performance to the more specific
realm of database marketing and firm performance.

Overall, the line of work linking database marketing to firm performance
is growing although not yet definitive. Early work on marketing orientation
finds some linkages, especially Moorman’s (1995) study that it is the utiliza-
tion, not the mere collection of data, which builds competitive advantage.
This is reinforced by Zahay and Griffin (2004) as well as Reinartz et al.
(2004). More work is needed, especially relating database marketing to ob-
jective performance measures.

2.3.2.2 The Customer Information File as a Firm Asset

Glazer (1991, 1999) presented the conceptual link between the general no-
tion of customer information and the value of the customer information file.
Glazer (1991) speaks of three types of information-based value creation: the
information from upstream transactions with suppliers (V®), the information
from internal operations (V'), and the information from downstream trans-
actions with customers (V°). Customer information is of interest to database
marketers, and contributes in three ways: increased revenues from future
transactions (e.g., through better targeting of the right products at the right
price), reduced costs (e.g., through not having to mail every offer to every
customer), and the sale of information itself (through say renting the cus-
tomer list). These facets combine to determine the extent to which value
generated by a product or service is due to customer information (V).

Glazer (1991) discusses that where the firm stands in terms of supplier,
firm and customer information has important implications for the overall
strategy of the firm. For example, it can determine whether the firm pursues
a market share or market niche/targeting strategy. Market share strategies
are based on economies of scale, high volume, and low cost, and require high
supplier (V®) and firm (V) information. High customer information tilts the
firm toward targeting strategies, where the key is product differentiation and
focus on a particular niche or target group. Glazer argues that if a firm
can achieve high values on all three components, it can pursue a flexible
manufacturing, mass customization strategy.

Rust et al. (2002) take a related but somewhat different perspective.
They conceptualize the choice as between revenue expansion (focus on the
customer), and cost reduction (focus on decreasing operations and organi-
zational costs). Customer information supports the revenue expansion ap-
proach, whereas supplier and firm information supports the cost reduction
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Customer Responses to Purchase Profit
Characteristics Firm Marketing History Potential

Customer 1 Demographics  Offers and responses Purchases Lifetime value
Customer 2 Demographics Offers and responses Purchases Lifetime value
Customer 3 Demographics Offers and responses Purchases Lifetime value
Customer 4 Demographics Offers and responses Purchases Lifetime value
Customer 5 Demographics Offers and responses Purchases Lifetime value
Etc.

Fig. 2.8 The customer information file (CIF) and marketing strategy (From Glazer 1999).

approach. They find that firms perform® better when they focus on rev-
enue expansion, illustrating the importance of customer information, than
when they focus on both revenue expansion and cost reduction. So it ap-
pears that companies in practice may have trouble achieving all three types
of information-based value creation.

Glazer’s 1991 paper set the stage for his 1999 paper, where he explicitly
discusses the role of the customer information file (CIF), which is the source
of V€. He defines “smart markets” as markets where the stock of customer
information changes frequently, and maintains that these markets are on the
increase. He uses the customer information file as a framework to generate
strategies for succeeding in smart markets.

The CIF is organized as in Fig.2.8 and suggests three “generic” strate-
gies: row management, column management, and row and column manage-
ment (“whole file”). We will just cover “row” and “column” strategies. A
column management strategy focuses on maximizing responses to a particu-
lar marketing program or product. This may involve tailoring the product to
the customer (mass customization) or targeting appropriate prices to various
buyers (yield management). Note that column management strategies are
“product-centric”. They start with a product, e.g., a credit card, and figure
out how to tailor features, interest rates, and prices or fees to individual
customers so as to maximize firm profits.

In contrast, row management strategies focus on each customer and ask
what can the firm do to maximize profits from each or a particular set of
customers. The focus is on interactive marketing communications designed
to maximize the lifetime value of the customer. An example Glazer provides
(p- 64) is American Express using a relationship-billing program with its
commercial customers in which it first provides a given establishment de-
mographic analysis of its customers and then uses this information to sell
establishment advertising space in publications.

Glazer echoes Moorman’s (1995) point that in smart markets (markets
that are driven by customer information files), the ability to process
information, not the information itself, is the scarce resource. Thus, the

3 Performance is in terms of return on assets (ROA) and stock market returns.
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source of competitive advantage to a firm is a combination of creating
customer information files, processing of the information and then utilizing
the information to drive superior marketing strategies.

2.3.2.3 Economic Theories of Customer Information
as a Strategic Asset

The marketing orientation literature provided a conceptual and empirical
basis for marketing information as a firm asset, and Glazer and others moved
that literature toward a focus on the customer information file as the source of
marketing advantage, and recent work suggests a link between customer data
and firm performance. The economic modeling literature then analyzed the
strategic implications of company’s pursuit of competitive advantage through
management of the customer information file.

There are several important phenomena we will discuss that have emerged
from these efforts, but the central theme is that they focus on the goal of price
discrimination, whereby the firms use customer information to identify and
offer higher prices to their loyal customers and lower prices to switchers.
The central question is: does an environment in which firms use customer
data to target prices increase profits? Economists have investigated how this
is influenced by competition, by the accuracy of the targeting, and by the
strategic behavior of firms as well as customers.

Can Customer Information Be the Source of a Prisoner’s Dilemma?

Shaffer and Zhang (1995) investigated whether company profits increase
when customer preferences can be identified. Their customer behavior model
arrayed customers along a continuum of preference for either Firm 1 or Firm 2
(the well-known Hotelling framework). Customers trade off their preference
for the firm’s product versus the price of that product to decide which firm
to choose. The authors assumed that both firms have perfect information on
customer preferences and on the relative weights customers place on prefer-
ences versus price.

Shaffer and Zhang’s set-up is somewhat based on Catalina Marketing, a
firm that targets coupons to customers based on their previous buying habits.
The buying habits can be determined based on a full customer history, or sim-
ply on the product most recently purchased at the cash register. For example,
if the customer buys Coke in a particular week, this suggests they prefer Coke.
At that exact purchase occasion, Pepsi could target a coupon to the customer
to induce a brand switch on the customer’s next purchase occasion.

The initially surprising, and from the perspective of database marketing,
dispiriting result was that in this scenario, firms engage in a “targeting war” in
which profits are lower with customer information than without. The problem
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is that firms cannot practice price discrimination. They want to charge high
prices to their loyal customers but cannot do so because the competing firm
can attract these “loyals” with a steeply discounted coupon. As a result,
prices for loyal customers are not high enough to effect price discrimination,
and prices for switchers (customers in the middle of the Hotelling line) are
very low as these customers are relatively indifferent between firms.

Shaffer and Zhang (1995) present a rather dismal view of database mar-
keting simply as a vehicle for competing more intensively. Obviously, this
does not match the real-world since more and more firms are using database
marketing. This goes to the issue of model assumptions. One of the key as-
sumptions in their model is that firms have perfect information on customer
preferences. This is rarely the case. Firms typically know only a given set of
customers (their own).

Imperfect Targetability

Chen et al. (2001), and Chen and Iyer (2002) both make a case that in a
more realistic world of imperfect targetability, firm profits actually increase
when they utilize customer databases. The reason is that firms are aware that
their targeting is not perfect, and this cushions price competition compared
to the targeting wars in the Shaffer and Zhang scenario. We will review these
papers in detail because they are crucial for providing the case that database
marketing can be a source of sustainable competitive advantage.

Chen et al. (2001) use Narasimhan’s (1988) consumer model, assuming
there are three types of consumers: loyal to Firm 1, loyal to Firm 2, and
switchers, which occur with probabilities v, vy, and X respectively. Loyal
customers will always buy from their preferred firm as long as its price is lower
than their reservation price, anchored at $1 in the model. Switchers will buy
the brand that is available at the lower cost to them, or will buy each brand
with probability 0.50 if prices are equal. Note that this model is different
than the Hotelling model used by Shaffer and Zhang, where customers were
positioned along a continuum in terms of preference, and all were potentially
vulnerable to low price discounts. The Chen et al. model is still realistic —
there are customers loyal to Coke, McDonalds, Fleet Bank or Fidelity, who
will continue to purchase these brands as long as their price does not become
too high. We will examine how profits change in this scenario as targetability
increases.

Chen et al. conceptualize “targetability” as the firm’s ability to identify
loyals and switchers. Chen et al. assume that a firm has information on its
own loyal customers and switchers, but not on its competitors’ loyals. It can
target its own loyals, but not its competitors’ loyals. Consider Fidelity In-
vestments. The assumption Chen et al. make is that Fidelity has information
on a given set of customers that they can classify as loyal to them (i.e., only
buy financial services from them), or switchers (buy sometimes from Fidelity,
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but sometimes from Merrill Lynch), but they do not have information on cus-
tomers who are loyal to Merrill Lynch. Chen et al. create a targetability index
equal to 0 if the firm’s ability to classify is no better than random and 1 if
targeting is perfect.

In their first set of analyses, the targetability index for each firm is consid-
ered exogenous. The question is how profits change depending on this index.
To answer this question, they identify three forces that depend on targetabil-
ity. First is the segmentation effect which results when firms can correctly
identify their loyals, leading to gains in profits because they can charge them
appropriately high prices. Second is the mistargeting effect, whereby firms
mis-identify switchers as loyals and hence charge them inappropriately high
prices. Third is the price competiton/share effect, where firms correctly iden-
tify switchers and charge them low prices to gain share.

Chen et al.’s first result is that a firm that has targeting ability always
attains higher profits if it competes with a firm that cannot target, and the
profit advantage increases as targetability increases. The segmentation and
price competition effects allow it to practice price discrimination without the
concern of being undercut by the mass marketer, who cannot do so effec-
tively because it does not know to whom to target. The mistargeting effect
holds down the database marketers profits, but as this effect decreases due
to better targetability, the database marketer’s profits increase all the more.
Interestingly, while the database marketer’s profits are always higher than
the mass marketer’s profits, the mass marketer actually gains over its base
profits when mistargeting is high. The reason is that when mistargeting is
high, the database marketer charges overly high prices to mistargeted switch-
ers, and the mass marketer gains some of these switchers without having to
charge an excessively low price. In this way, the mass marketer can actually
be better off than they would be if they were competing with a database
marketer whose mistargeting costs are high.

This result says that database marketing provides a sustainable profit
advantage if one firm practices it and another does not. However, a more
likely scenario is that both firms have the ability to target. Chen et al. show
that in this case, profits for both firms are always at least as high with im-
perfect targeting than without it, but the relationship between targetability
and profits is an inverse U-shape, as in Fig.2.9. Firm profits are maximized
at intermediate values of targetability. At low levels of targetability, firms
cannot practice price discrimination and hence profits are low. At interme-
diate levels of targetability, the segmentation effect enables firms to price
discriminate and the mistargeting effect softens price undercutting. At high
targetability, the price competition effect becomes important because both
firms are identifying switchers, and the mistargeting benefit no longer cush-
ions prices. The situation is similar to Shaffer and Zhang (1995). This yields
lower profits.

Chen et al. develop a number of additional results. First, they find that
Firm 1 has a profit advantage over Firm 2 if it has a larger number of
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Firm Profits
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Fig. 2.9 Relationship between targetability and firm profits (From Chen et al. 2001).

accurately identified loyal users. Database marketing can become a sustain-
able competitive advantage especially for the firm with a strong customer
base. The Chen et al. model is static in the sense that it does not consider the
impact of targeting on future loyalty, if firms can use their targeting ability to
nurture their loyal customers, which in turn can increase their ability to tar-
get (through more and better information revealed by these increasingly loyal
customers), one can see how the firm can develop a sustainable advantage.
Chen et al. also consider the optimal levels that firms should invest in
database marketing. They find that firms will decrease investment in data-
base marketing if costs are high, although the firm with the larger loyal
segment will invest more. When database marketing costs are low, both will
invest in database marketing to the fullest extent possible. Keeping in mind
Fig. 2.9, this implies that firms can “over invest” and end up on the right side
of Fig. 2.9, where price competition becomes more intense, and the mistarget-
ing effect is not strong enough to soften price competition. Chen et al. also find
that even taking into account investment costs, if the firms have roughly the
same number of loyal customers, profits for both firms are higher with target-
ing than without. So database marketing is a “win-win” for the industry. If the
loyal segments are unbalanced, presumably it is the stronger firm that wins.
Chen and Iyer (2002) provide a different perspective on the role of
imperfect targeting by changing the analysis in two ways. First, customers
are located on a Hotelling line, similar to Shaffer and Zhang, and no firm
commands absolute loyalty. Secondly, they provide a different definition of
targetability. Their definition of targetability is the percentage of customers
at each point on the line (preference level) who can be addressed by Firm
I (a;), where the assumption is that if the customer can be addressed, its
preferences are known. Chen et al. assume all the firm’s customers can be
addressed, but that the firm is not sure whether the customers are loyals or
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switchers. Chen and Iyer assume that firms can perfectly identify the prefer-
ences of all customers it can reach, but that it cannot target all customers.

In Chen and Iyer’s model, there are three main groups of consumers: Group
1 consists of customers that can be reached by Firm 1 but not by Firm 2
(a1(1—az2)). Group 2 consists of customers that can be reached by Firm 2 but
not by Firm 1 (a2(1—a)). Group 3 consists of customers that can be reached
by both firms (ajas). Firm 1 has monopoly power over Group 1, Firm 2 has
monopoly power over Group 2, and both firms will compete for Group 3. Chen
and Iyer call Group 1 and Group 2 the surplus extraction effect, because each
firm can charge a high price and still acquire its customers. This is analogous
to the segmentation effect in Chen et al. The Group 3 situation is called the
“competitive” effect, since firms will compete strongly for this segment. This
is analogous to the price competition effect in Chen et al.

Chen and Iyer capture the mistargeting effect in Chen et al. by assuming
that Firm 1 knows what customers it can address but does not know what
customers its competition can address. This assumption appears to make
sense. Capital One knows what customers are in its database, but does not
know which are also in its competitors’ databases. More broadly, the assump-
tion means that a firm knows its own marketing efforts for the customers on
its list, but does not know the marketing efforts of other firms with these cus-
tomers. As a result of this information asymmetry, each firm faces a trade-off
in determining its prices. The firms want to price high for Groups 1 and 2,
but need to price low in order to attract Group 3. Thus there is a trade-off
between surplus extraction and price competition effects.

Chen and Iyer calculate equilibrium profits assuming given levels of a; and
az. The profit for Firm 1 if these levels are roughly equal is:

ay(a; + a2)t [(ag —a1)r + art 2
2 (a1 + ag)t

where t is the per-unit distance disutility incurred by customers on the
Hotelling line, and r is the reservation price for one unit of the good.

The first term represents the profits from Group 1 (of size a1(1 —a3)) and
represents the surplus extraction effect. The second term represents the prof-
its from competing in the switching segment and represents the competitive
effect. In the case where addressability is roughly equal, both these terms are
important because Firm 1 realizes both Group 1 and Group 3 are sizable.
So it tries to compete in both. If a; is much greater than asy, Firm 1 realizes
that Group 1 is the largest group, and does not bother to compete for Group
3 and profits just equal a;(1 — ag)(r — t/2). Firm 2 faces a similar situation
if its addressability is much higher than Firm 1’s.

One of Chen and Iyer’s key results is that the equilibrium ratio of profits
between Firms 1 and 2 will be proportional to their investments in database
marketing. Therefore, the firm that invests more in database marketing has a
competitive advantage. The advantage of having an addressability advantage
is the ability to price high without having to worry about losing customers

Profit; = a1(1 — az)(r — t/2) +

(2.3)
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to the competitive firm (Group 3 is small). The database marketing leader is
able to practice price discrimination along the Hotelling line, unfettered by
worries about what its competitor might be doing.

Chen and Iyer also show that if addressability is high for both firms, the
result is ruinous price competition for the switching segment. Both firms
realize they have no monopoly power and must compete for switchers. This
is analogous to the Chen et al. result that profits are lowest at very low or very
high levels of targetability. Chen and Iyer show that if the costs of obtaining
addressability are low, both firms will not invest in full addressability. One
will choose a; = 1 and the other will choose a; = 0.5. The reason is that
if Firm ¢ has full addressability, Firm j realizes that to also achieve full
addressability will precipitate targeting wars for the switching segment. Firm
j is better off not investing fully in addressability. This creates a monopoly
segment for Firm ¢, which in turn cushions Firm ¢’s prices, since it now must
trade off the surplus extraction and competition effects. Firm j makes less
money than Firm ¢, but is better off than if invested fully in addressability.
An important implication of this is that in the real world, where firms can
invest sequentially, there is a first-mover advantage, and the smart company
that is behind on database marketing should hold back investment to avoid
the targeting war scenario of Shaffer and Zhang (1995).

Chen and Iyer explore two important assumptions regarding their analy-
sis. First, concerns the segment (1 — a1)(1 — a2) that is not addressable by
either firm. Their model assumes these consumers are lost to the market,
but they argue that if these customers can pay “posted prices” for the prod-
uct, there still is the asymmetric equilibrium when addressability is low cost.
Second, concerns the assumption that addressability is the same for all con-
sumers, regardless of preferences. The authors find that if firms can choose
addressability as a function of preference, they first will invest in being able
to address customers who have high preference for their product. This makes
sense, because then they can charge higher prices.

In summary, both Chen et al. (2001) and Chen and Iyer (2002) find that
companies can obtain sustainable competitive advantages through investment
in database marketing. Firms make more money when they have database
marketing capabilities compared to when they do not. The key to this result
is that there must be some mechanism that keeps firms from targeting wars
as in Shaffer and Zhang. For Chen et al. that mechanism is that firms are
not sure if a customer in their database is loyal to their firm or a switcher.
Certainly this fits most situations. For Chen and Iyer, the mechanism is
that firms do not know if their competitors can target their customers. This
keeps firms from charging low prices because they realize that they may be
“leaving money on the table” by charging low prices to customers who are
not addressable by the competition. So the interesting conclusion is that an
intermediate level of database marketing capability is best because it creates
enough information to obtain the gains from targeting, but not too much as
to spark targeting wars.
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The Strategic Consumer

The Chen et al. and Chen and Iyer papers assume that firms are pre-
scient. They do not have perfect targeting information, but they are aware
of what they know and do not know, and consider the short and long-term
implications of their information set. The consumer, on the other hand, is
considered to be passive. However, what happens if the consumer realizes
that the underlying goal of the firms is to practice price discrimination, and
that by revealing their preferences, they may be the subject of price dis-
crimination? In two important papers, Villas-Boas (1999, 2004) shows that
if consumers behave strategically, firms can be worse off if they can iden-
tify their customers. Villas-Boas (2004) is particularly important because
this is the monopolist case, and demonstrates that the disadvantage is not
due to a competitive targeting war as in Shaffer and Zhang. The problem
is that consumers hold out for lower prices because they realize that if they
do not reveal their preferences, firms will not be able to distinguish them
from brand switchers or customers new to the market and they will get low
prices.

Chen and Zhang (2002) acknowledge this possibility but argue that the
effect will be more than counter-balanced by the “price-for-information” ef-
fect. The effect arises as follows. Firms want to price discriminate but need
to identify customer preferences in order to do so. In a two-period model,
they are tempted to price low in the first period because they realize some
customers are holding out for cheaper two-period prices. However, they also
realize that by pricing high, they do not attract as many customers but the
customers they attract are clearly loyal to them, and they can use this in-
formation to charge appropriately high prices in the second period. In other
words, firms charge higher prices for the information they gain about cus-
tomers that can be utilized in the long-term. This is the price-for-information
effect. Chen and Zhang show that even taking into account strategic cus-
tomers, firms can be better off with database marketing than without. They
do have to lower their first-period prices to discourage their loyals from wait-
ing, but they do not need to lower them completely because they realize
they will gain in the long run from learning about the customers they do
attract.

The area of strategic consumers is a crucial one for the success of database
marketing. A very different venue where the effect shows up is a static rather
than a dynamic one. Feinberg et al. (2002) argue that customers can become
jealous of other customers who get better deals than them. They then may
refrain from purchasing from the firm according to their preferences. Essen-
tially, the customer is taking into account prices available to other consumers
to assess its likelihood of buying from the firm. This may not be seen as
strictly rational (why should what someone else gets affect your utility for a
product), but Feinberg et al. show in experiments that the jealousy effect is
real. To the extent that this jealousy effect is large, it decreases the ability
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of firms to price discriminate, which is the driving force behind the economic
arguments to date for database marketing.

The economic models described above make a set of key assumptions which
drive their results: (1) the only strategic variable is price, (2) the purpose
of database marketing is to allow the firm to price discriminate, (3) firms
can target their loyal customers, and 4) only two firms compete. Each of
these assumptions is suspect in the real-world. These models assume the
purpose of database marketing is price discrimination. There is no empiri-
cal evidence that this is the goal of database marketing. Database market-
ing goals are far broader than simply price discrimination, as Glazer (1999)
discusses.

Glazer (1999) shows that firms can compete using different (row and col-
umn) strategies, some of which are different than price. Under column strate-
gies, he provides examples, one of which is yield management (similar to
price in the economic models), but discusses mass customization as another
example. He also discusses row strategies in which firms use addressability
to develop customer interaction strategies to increase their loyalty. Economic
models (to date) do not consider customer interaction strategies to increase
loyalty as a goal of database marketing.

Many firms do not have any information about their customer’s loyalty.
All they can observe is purchase behavior (and maybe demographic informa-
tion). The assumption of all of these models is that the firm somehow knows
the loyalty level of its customers and then targets based on it. For exam-
ple, Fidelity Investments does not know if its customers have accounts with
Merrill Lynch, T. Rowe Price or Vanguard. One of the few industries which
might know its customer loyalty is credit card issuers in the USA because
they have information about the number and usage of cards through credit
bureaus. However, it is difficult to identify many other industries that know
the loyalty level of their customers.

Some firms use customer behavioral data to price their best customers
lower than the competition. Vanguard offers lower fees to its Admiral cus-
tomers, determined by the size of balances they have within a given mutual
fund. The higher balance customers receive lower fees as a percentage of
money invested. This may be a form of competitive pricing but is not price
discrimination as in the models reviewed above.

Firms may try to price discriminate (airlines) but can succeed because they
use another strategic variable (level of service) as the basis for customers’
willingness to stay loyal even though they may be paying a higher price. The
database allows the firm to identify those customers to offer a better service.

The assumption that only two firms compete may also pose problems.
If a new entrant cannot enter the industry because of the use of customer
databases by incumbent firms, then there is a return to database marketing.
Clearly in some industries, new entrants face an uphill battle because they
cannot target. An important research area is to identify industries in which
database marketing is an entry deterrent.
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2.3.3 Assessment

The evidence to date regarding database marketing as a route to sustainable
competitive advantage is built on the following arguments:

e Empirical studies find some, although not overwhelming, evidence that
marketing orientation — the ability of firms to collect, process, and imple-
ment customer information — as well as undertaking database marketing
activities, is positively related to firm performance.

e The customer information file — the firm’s database of its customers — is
the modern source of customer information. The file suggests two principle
strategies — customer centric (row strategies), and product centric (column
strategies). Strategic advantage is based on maintaining customer infor-
mation and developing these strategies.

e Economic models develop theories under which firms using pricing-oriented
column strategies can practice effective price discrimination. The main
requirement is that targeting abilities need to be “moderately effective”.
Too little and there are not enough benefits of targeting; too much and
firms engage in targeting wars.

The arguments are interesting but more is needed to make establish that
database marketing is a long-term source of competitive advantage. The mar-
keting orientation studies provide some empirical evidence, but they refer to
customer information in general and not to database marketing per se. Zahay
and Griffin (2004) and Reinartz et al. (2004) provide important evidence that
database marketing itself — using the customer information file — can be asso-
ciated with better performance. However, the performance measures in sev-
eral of these studies are self-report. More studies with objective performance
measures are needed. The conceptual arguments regarding the customer in-
formation file and row (customer-centric) versus column (product-centric)
strategies are well-taken, but have not undergone empirical testing. Do row
strategies really increase loyalty? Can they be implemented inexpensively
enough to increase profits?

The economic models provide logic and some insights, but they have not
been tested empirically. Empirical research along the lines of the marketing
orientation literature is needed, with the focus on targetability through cus-
tomer information, not customer information in general. In terms of column
strategies, more work is needed to understand whether prices for loyal cus-
tomers should be higher (price discrimination) or lower (pay the customer
for their loyalty) (see Shaffer and Zhang 2000), or to keep the loyal customer
from getting jealous as in Feinberg et al. (2002).

The theory also needs to be extended to non-price column strategies, e.g.,
cross-selling, and to row strategies, i.e., long-term management of customer
value. The extension to non-price column strategies would be particularly
interesting. Managers would certainly like to think that customer databases
enable them to serve customers better by targeting appropriate services from
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their product line, or by tailoring their product line to the customer. It might
be that this type of targeting is more sustainable because it is more difficult
for a competitor to understand the details of a customer’s preferences for vari-
ous product attributes than it is to understand price response. Row strategies
might also be a source of more sustainable advantage, because long-term re-
lationships may create switching costs that bind the customer to the firm.
This leads to the existence of database marketing as a tool for enhancing
customer relationships.

2.4 Summary

In this chapter, we have proposed and reviewed three fundamental reasons
for companies to practice database marketing: enhancing marketing produc-
tivity, enabling the enhancement of customer relationships, and establishing
a sustainable competitive advantage.

The marketing productivity argument is based on the use of data and data
mining tools to prioritize and target customers with appropriate products,
services, and prices. There is good evidence that this can work. Data mining
indeed can produce “lift charts” for predicting customer behavior that are
much better than random, and therefore can identify the customers for whom
marketing efforts would be wasted.

The enhancing relationship argument is based on the notion that enhanced
customer relationships improve firm performance, and database marketing
can enhance relationships. The first part of the equation is well-supported
by the importance of customer retention in lifetime customer value, and em-
pirical studies that link customer relationships, customer satisfaction, cus-
tomer retention/loyalty, and firm performance. Regarding the second part
of the equation, there is a host of articles in the managerial literature that
raise questions about whether CRM investments lead to improved financial
performance. However, systematic empirical studies are beginning to find
that indeed these investments can pay off.

The competitive advantage argument is based on the notion that the cus-
tomer data file is a company resource that is impossible for companies to
duplicate, that the data enable firms to service customers better than com-
petitors, and that the better-than-random yet imperfect nature of predictions
that come from the model cushions price competition. This area has received
the least empirical study although the concept is compelling.

There is significant academic research pertaining to the fundamental rea-
sons firms should use database marketing but there is much more to do.
Regarding the productivity argument, we need more field tests that show
predictive models work, that they generate incremental profits beyond chan-
nel cannibalization and beyond what could be generated by simple manage-
ment heuristics. Regarding the sustainable competitive advantage argument,
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we need survey-based research similar to the marketing orientation literature
that links database marketing, as opposed to customer information in general,
to firm profits. We need more economic theory on non-price targeting, high
versus low prices for loyals, and the strategic consumer. We need empirical
tests of the economic models, particularly the role of imperfect targeting.

Regarding the enhancing CRM argument, we need to establish the link
from database marketing to enhanced relationships to satisfaction to reten-
tion to performance. The last four links have been investigated; the crucial
link is that database marketing enhances relationships. We also need to in-
vestigate the cost side of database marketing, and in particular, whether ac-
quisition costs are truly higher than marginal retention costs. More generally,
we need to investigate if and under what conditions retention management
is more cost-effective than customer acquisition strategies.



Chapter 3
Organizing for Database Marketing

Abstract Quantitative analysis is endemic to database marketing, but these
analyses and their implementation are not conducted in an organizational
vacuum. In this chapter, we discuss how companies organize to implement
database marketing. The key concept is the “customer-centric” organization,
whereby the organization is structured “around” the customer. We discuss
key ingredients of a customer-centric organizational structure: customer man-
agement and knowledge management. We also discuss types of database mar-
keting strategies that precede organizational structure, as well as employee
compensation and incentive issues.

3.1 The Customer-Centric Organization

Successful implementation of database marketing certainly requires mas-
tery of data management and modeling methodology. However, these tools
are not applied in an organizational vacuum. In this chapter we discuss
how to design organizations for implementing database marketing success-
fully.

A key concept to emerge in this context is that of the “customer-centric”
organization. This means that the organization is structured “around” the
customer — from the customer in, rather than from the product out. In
the words of industry expert David Siegel as quoted by Stauffer (2001), “If
you really care about customers...then you have to reorganize your entire
company around customers.” Stauffer then says, “It’s not organizing the com-
pany to serve customers. It’s letting customers determine how you organize.”
Galbraith (2005, p. 6), states customer-centricity as an imperative: “The need
for customer-centricity is not going away, and it is up to each company to
determine the level of application...required for success.”

47
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Strategy
Customer Intimacy™
Operational Efficiency™
Marketing Efficiency™
The Strategy Locator

People Structure
Training Customer Managers
Coordination Customer Portfolios
Culture Acquisition vs.

Retention
Rewards Processes
Customer Metrics Knowledge
Short vs. Long Management
Term

Fig. 3.1 Star model of the customer-centric organization (From Galbraith 2005).
* These concepts are used by Langerak and Verhoef (2003).

We will frame our discussion using the “Star” model developed by
Galbraith (2002, 2005). The Star model emphasizes five ingredients for suc-
cessful organizational design: strategy, structure, processes, rewards, and
people (Galbraith 2005, p. 15). Strategy refers to the goals of the organization
and the means by which it intends to achieve them. Structure refers to
the organizational chart — what departments and positions need to be cre-
ated, and how will they interact. Processes refer to the means by which
information flows within the organization. Rewards refer to the compen-
sation and incentives that ensure the employees of the organization per-
form effectively. People refers to the policies that ensure that employ-
ees have the right skills and “mind-set” to implement the organizational
design.

Figure 3.1 shows the Star model applied to designing the customer-centric
organization. Listed under each of the five components of the framework are
the key issues that will be discussed in the following sections.

3.2 Database Marketing Strategy

The organization design for implementing database marketing emerges from
the firm’s database marketing strategy. The key issues are: (1) What is that
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strategy, and (2) How will the organizational design establish a competitive
advantage?

3.2.1 Strategies for Implementing DBM

3.2.1.1 The Langerak/Verhoef Taxonomy

Langerak and Verhoef (2003) distinguish three types of CRM strate-
gies: Customer Intimacy, Operational Efficiency, and Marketing Efficiency.
Customer Intimacy means that the company’s strategy truly is to de-
liver personal service to its customers, to know them on an intimate base
and customize its products, services, and communications to them. Opera-
tional Efficiency employs CRM to reduce costs and utilize non-marketing
resources efficiently. Marketing Efficiency uses customer data to improve
marketing productivity, i.e., making marketing more effective at achieving
less churn, more successful cross-selling, and in general, greater customer
profitability.

Langerak and Verhoef argue that organization design should follow from
which of the three strategies the company pursues. For example, they study
a private investment banking firm whose strategy was Customer Intimacy,
but the company approach to customer service was actually quite imper-
sonal. The firm realized it needed to develop personal, intimate relationships
with its customers. They grouped their customers into three need segments
(“self-made man,” “strategy maker,” and “security seeker”) and assigned a
customer management team to each group. They created an organizational
structure that best implemented their strategy.

Langerak and Verhoef also studied an insurance company that competed
on operational excellence, i.e., “price, convenience, and speed.” This meant
that the company needed to keep operations costs as low as possible, and
develop ways of interacting with customers that were as fast and efficient
as possible. This strategy required a highly transactional relationship with
customers. The company adopted an organizational structure based funda-
mentally on data management. The data management group fed information
to the rest of the organization to help it be more efficient. It especially sup-
ported the firm’s efforts on the Internet channel, where products could be
personalized at low cost.

Finally, Langerak and Verhoef studied a holiday resort company whose
marketing efforts were highly inefficient. They provided mass-mailing offers
with very low response rates. They needed CRM to improve marketing ef-
ficiency. Accordingly, they set up a CRM department that focused on data
mining, database management, and integrating database marketing and cus-
tomer contact efforts. The system was in place only to increase the produc-
tivity of their marketing efforts.
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The main point is that the three generic CRM strategies identified by
Langerak and Verhoef each require different organizational designs and dif-
ferent levels of customer-centricity.

3.2.1.2 Galbraith’s “Strategy Locator”

Galbraith (2005, pp. 32-33) also proposes that the desired degree of customer-
centricity depends on the strategy of the company. He develops a “Strategy
Locator”, a measurement scale consisting of two dimensions: Scale and Scope,
and Integration. Scale and Scope refers to the number and variety of products
marketed by the company. Integration refers to the degree that the company’s
products must be packaged or bundled together to deliver satisfaction to the
customer. According to Galbraith, the higher the company scores on this
scale, i.e., the degree to which the company offers many varied products
that must be integrated, determines the degree to which the firm must be
customer-centric.

Galbraith describes a chemical company that only required “light-level”
customer-centricity. The company had relatively few products that did not
need to be integrated. It therefore rated low on the strategy locator. The
organizational design did include some elements of customer-centricity — e.g.,
customer management teams — although the formal organizational structure
centered on functions and geographic areas.

Galbraith then describes an investment bank that required a “medium-
level” degree of customer-centricity. This company had a moderate number
of banking products that required integration. It therefore rated medium on
the strategy locator. The organizational design included not only customer
managers, but formal processes to ensure that customer contacts were co-
ordinated within the customer management team. Formal reward structures
based on customer performance were implemented, and formal CRM training
programs were put in place.

Galbraith uses IBM as an example of requiring a “complete-level” de-
gree of customer-centricity. IBM has several different products, requiring
a high degree of integration. IBM therefore rates high on the strategy lo-
cator. IBM’s strategy focused on delivering customer “solutions”, a highly
customer-centric idea. The notion was to solve the customer’s problem,
whatever products and services were required. Given the complexity of
problems, this required very high coordination among IBM management.
IBM now has a solutions-oriented structure where Product managers work
with the customer to deliver the right combination of IBM products and
services to solve the customer’s problem. Its processes help ensure that
customer plans and priorities are shared easily among the relevant man-
agers involved with the customer. The company still uses quotas to re-
ward salespeople, a product-centric approach, but also formally assesses
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the “competencies” of its employees to make sure they match customer
needs.

3.2.2 Generating a Competitive Advantage

Firms are constantly trying to establish a competitive advantage — a core
competence that gives them a sustainable edge over its competition. One
possibility is that the organizational design through which the company im-
plements database marketing might be a source of competitive advantage.

Peteraf (1993), articulating the “resource-based view of the firm,” defines
four factors that determine whether a company’s competences will translate
into competitive advantage: heterogeneity, ex-post limits to competition, im-
perfect mobility, and ex-ante limits to competition.! Heterogeneity means
that firms within the industry have different competencies. For example, one
firm may develop a marketing analytics group that is different, and better,
than the groups at other companies. Ex-post limits mean that the company’s
capabilities are difficult to replicate. For example, competitors may know
which software package the firm uses for cross-selling, but because the firm
has an organizational structure that emphasizes customer management, it
knows its customers so well that no other firm can duplicate its success.
Imperfect mobility means that the resources that give the firm its compet-
itive advantage cannot be obtained by another firm. Competitors often try
to hire away a firm’s best managers. However, a customer manager might be
effective because the scale of the firm permits frequent interaction with the
marketing analytics group. So a firm cannot simply hire this manager away
and expect the same success. Ex-ante limits refer to first-mover advantage.
For example, a company that first uses CRM for operational efficiency may
be “ahead of the curve” in terms of the organizational structure that best
supports this strategy.

3.2.3 Summary

Strategy plays a pivotal role in determining the organizational structure
for implementing database marketing. While “customer-centricity” has come
into fashion, Langerak and Verhoef (2003) as well as Galbraith (2005) ar-
gue that not all organizations need to adopt the same degree of customer-
centricity. Another major theme is that the goal is to wed the firm’s database
marketing strategy with an organizational design that creates a competitive
advantage for the firm.

1 The authors thank Professor Margaret Peteraf and Justin Engelland, Tuck MBA 2005,
for helpful discussions on this topic.
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Fig. 3.2a Product management (Adapted from Peppers and Rogers 1993).
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Fig. 3.2b Customer management (Adapted from Peppers and Rogers 1993).

3.3 Customer Management: The Structural Foundation
of the Customer-Centric Organization

3.3.1 What Is Customer Management?

The customer management organization structure has been articulated by
Peppers and Rogers (1993, pp. 175-206). Their idea is that the marketing
efforts of the firm should be organized by customer groups or “portfolios”,
each portfolio managed by a customer manager. This is in stark contrast
to the product management structure. Figure 3.2 illustrates. In the product
management structure (Fig.3.2a), product managers run their products as
profit centers. They are responsible for generating sales and profits. They
rely on the traditional “Four P’s” (product, price, distribution, and promo-
tion), draw on services provided by advertising and promotion departments,
and work closely with production managers on product improvements and
quality.

The customer management framework (Fig.3.2b) clusters the firm’s cus-
tomers into portfolios. One possible clustering is by sales level — heavy,
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medium, and light user customer portfolios. Each customer would be as-
signed to one and only one portfolio. Each portfolio would be managed by
a customer manager. The customer manager would draw support from ad-
vertising and promotion departments, and from “capabilities managers,” the
former product managers who would now be responsible for making sure the
products performed up to the standards needed to serve customers. Customer
managers would work with product managers on quality issues as well as new
product features and other product development tasks.

The customer manager’s goal is to increase the lifetime value of the cus-
tomers in his or her portfolio. This emphasizes the long-term orientation of
the customer manager. Peppers and Rogers define the customer manager’s
job as follows (1997, pp. 356-357): “...someone must be assigned the re-
sponsibility for managing customers individually. . . . The customer manager’s
responsibility is to manage each customer relationship, supervising the firm’s
dialogue with each, finding products and services for each, and determining
how best to customize to meet each customer’s individual specifications. In
short, the customer manager’s job is to delve more and more deeply into each
individual customer’s needs in order to lock the customer in, make the firm
more valuable to the customer, and increase the company’s margin — with
each customer.”

3.3.2 The Motivation for Customer Management

The motivation for customer management rests on three assumptions: (1)
Stronger customer relationships yield higher sales and profits. (2) The
product management system is not effective at developing customer rela-
tionships. (3) The customer management system is effective at developing
customer relationships.

The premise for the first assumption is that the customer is more powerful
today than ever before. In a B2C context, customers in industries ranging
from financial services to telecom to travel to retail face an ever-expanding
array of choices and they make choices with more information (due to the
Internet). In B2B industries, companies ranging from IBM to Xerox face the
same sophisticated customer. Companies like P&G are becoming more like
B2B companies — their customers are Wal-Mart and the newly consolidated
supermarket companies. The assumption that better customer relationships
feed firm performance has received some empirical support (Reinartz et al.
2004; Zahay and Griffin 2004; Day and Van den Bulte 2002; Chaston et al.
2003), although more work is needed.

The second assumption has not received empirical testing. The logic is that
product management maximizes sales, not customer satisfaction. Each of the
firm’s product managers acts individually, with the result that customers
are bombarded with offers and selling pitches. The customer is “turned oft”
by this marketing blitz, and perhaps most importantly, finds him or herself
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owning the wrong products. A good example would be financial services,
where the customer becomes over-invested in retirement products like IRAs
when he or she should be investing in college-funding instruments. In short,
the firm spends too much money on marketing, many of its efforts cannibalize
each other, and they don’t yield better customer relationships.

The third assumption, that customer management is effective for devel-
oping customer relationships, has also not been tested directly. In Sect. 3.5,
we discuss evidence that customer-oriented incentive systems produce more
satisfied customers and better marketing performance. But this does not vali-
date customer management per se. These incentives could be used for product
managers as well as customer managers.

In summary, the motivation for customer management is that customer
relationships are vital, product management is antithetical to this goal, and
customer management will be successful at achieving this goal. This motiva-
tion has received some empirical support but much more evidence is needed.

3.3.3 Forming Customer Portfolios

A major challenge is how to define customer portfolios. Peppers and Rogers
advocate that firms define portfolios based on customer needs. This allows
the customer manager to specialize in serving the needs relevant to these
customers. There are many ways to actualize this idea. One method is to
group customers by volume. This is consistent with customer tier manage-
ment (Chapter 23). An airline for example may have customer managers for
its premium tier customers. While customer volume is a natural grouping
scheme, there are many others. A financial services company may group
customers by life-stage, e.g., young professionals, families, and retirees. A
software company may group customers by line-of-business, e.g., education
versus business, or by industry. In fact, a major challenge in customer man-
agement is to decide exactly how to form the customer portfolios, and how
many portfolios should be defined. This is very much the perennial marketing
issue of how a market should be segmented.

One challenge in defining customer portfolios is customer movement be-
tween portfolios. For example, the financial services customer manager for
young professionals should be concerned with passing along good customers
to the customer manager for young families. The customer manager for low-
volume customers should be concerned with turning them into high value
customers. The compensation system becomes key — it should be based not
only the current profitability of the customer portfolio, but also on how many
customers the customer manager converts to high volume customers, or the
number and quality of young professionals the customer manager passes along
to the young family customer manager. Referring back to the Star model
(Fig.3.1), this is an example where structure (the customer management
system) interacts with compensation.
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3.3.4 Is Customer Management the Wave
of the Future?

To flesh out the key issues for firms deciding whether to pursue customer
management organizational structures, in this section we discuss the pros
and cons from an advocacy viewpoint.

3.3.4.1 Why Customer Management Is Inevitable

Customer management is inevitable and the firms that move first toward this
system will achieve the highest rewards. The reasons for this are:

o (Clustomer satisfaction is the key to success and customer management will
produce higher customer satisfaction than product management. Customer
management is truly focused on serving customer needs, whereas the prod-
uct manager’s goal is to sell product.

o (Customer management creates sustainable advantage. Customer manage-
ment encourages each company to know the needs of its customers better,
and it is difficult for other firms to replicate this knowledge.

e Product management is inherently short-term. This is because it empha-
sizes current profits for one product. Customer managers are concerned
with lifetime value of the customer, which is inherently long-term.

o Modern Information technology enables customer management. Until re-
cently, firms did not have the data management systems nor the statis-
tical tools required to pursue customer management activities such as
cross-selling, lifetime value management, churn management, etc. These
systems and tools are now in place.

o (Customer management may be revolutionary but it can be implemented
in an evolutionary fashion. For example, MacDonald (2001) reports that
Nike Canada assigns “consumer champions” to specific customer groups.
Customer champions do not have line responsibility as prescribed by a
complete customer management structure, but they can change the con-
versation from “let’s sell more basketball shoes” to “let’s increases sales
to teenage boys”.

3.3.4.2 Why Customer Management Would Not Work

There are just too many practical, cultural, and structural reasons why cus-
tomer management will be very difficult to implement. These include:

e Product management is deeply ingrained in corporate culture. Companies
are product/sales/short-term oriented. Wall Street demands this, and it
produces the most easily measured results. Customer management requires
too much of a change in organizational culture.
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Customer management will steer companies away from their distinctive
competencies. Most companies have distinctive competencies and cannot
deliver the best product in each category. Customer managers may urge a
financial services firm sell a mutual fund, but if this is not a high quality
fund, this will produce dissatisfied clients in the long run.

Customer management will create even worse conflicts than those found
among product managers. Each customer manager will want more funds
and will make competing demands on capabilities managers. For example,
managers of the teen-age customers will demand certain features for the
company credit card, while mangers of the 50+ customers will demand
other features. Who has the authority to referee the demands of the cus-
tomer managers for new product features versus the capabilities manager’s
view that these features are too expensive?

It is difficult to measure the key performance indexes for customer man-
agers. Performance indices for customer managers include share-of-wallet
(SOW) and lifetime value (LTV). But SOW is difficult to measure because
Firm A does not have data for how much business each customer does with
Firms B and C. LTV calculations require many assumptions about reten-
tion rates, etc. It’s impossible to design a reward system based on such
fuzzy measurements.

It is not practical for many companies. How can General Motors organize
around Teens, Young Families, Young Professionals, Elderly, etc? How can
General Mills organize around Families with Children, Singles, Elderly,
etc? They just don’t have direct access to customers on that basis.

Do customer managers have the expertise? A customer manager must have
the expertise to diagnose customer needs and prescribe the right products
for each customer. In many industries, the product is so technical that no
one manager can possibly understand all the products. IBM may try to
address this through a team approach, but that requires a lot of coordi-
nation.

Customer management is expensive. It adds a new layer of managers — the
customer manager. It does not eliminate the product manager — it just
changes his or her responsibilities. The result is higher personnel costs in
salary and support.

Product management takes into account customer needs anyway. Product
managers are marketers — they develop products to fit the needs of a target

group.

3.5 Acquisition and Retention Departmentalization

Until now, our focus has been on managing current customers, but what
about the management of customer acquisition? An important aspect of the
customer-centric organization is the division of efforts into acquisition and
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retention. These are two very different functions. For example, Del Rio (2002)
describes a wireless phone company with separate departments for acquisi-
tion and retention. Publishers have traditionally employed acquisition edi-
tors, who sign up authors and books, and managing editors, who manage the
editing, production, and marketing of the books.

The advantage of this departmentalization comes from the fact that acqui-
sition and retention require two different mind-sets, involve different tools,
and have different success measures. Acquisition is entrepreneurial. It is more
straightforward to measure, reward, and motivate. It is short-term. Reten-
tion management is quite different. It is difficult to measure (i.e., it relies on
lifetime value and share-of-wallet), and therefore difficult to reward. It is long
term.

The disadvantage of acquisition/retention departmentalization is that the
acquisition department may not acquire the right customers. For example,
an acquisition manager might use price discounts to attract customers who
are inherently deal prone churners; impossible to retain.

The key challenge therefore lies in coordination. Incentives could be used
to make sure the acquirers attract the right customers. These might entail
measures such as lifetime value. Ainslie and Pitt (1998) provide interesting
evidence that it is possible to develop models that guide acquisition efforts
according to long-term customer management goals. They model prospects
in terms of their ultimate profitability, risk, and responsiveness to future
modeling efforts. Then they prioritize customers in terms of an overall index
of these three criteria. Thus it may be possible to use predictive models to
facilitate coordination between acquisition and retention.

3.4 Processes for Managing Information:
Knowledge Management

3.4.1 The Concept

Knowledge management is the systematic process of creating, codifying,
transferring, and using knowledge to improve business performance. Knowl-
edge management pertains to any type of knowledge generated by the
organization, but in the context of database marketing, we are concerned
with knowledge about the customer.

Davenport and Prusak (1998, pp. 1-6) distinguish among data, informa-
tion, and knowledge. Knowledge management systems entail all three. Data is
the raw, stored input, unanalyzed. Information is compiled data that “makes
a difference” (Davenport and Prusak p. 3) in a decision. Knowledge is one
step up from information. It is a mix of “experience, values, contextual infor-
mation, and expert insight that provides a framework for evaluating and in-
corporating new experiences and information” (Davenport and Prusak p. 5).
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For example, consider a cross-selling campaign for audio speakers that can
be used with a computer. Each customer’s response can be recorded. This is
data. The data can be compiled to yield a response rate. This is information.
It can be used to calculate profitability of the campaign. The data could be
analyzed to determine that those who responded had bought a computer in
the last 3 months. The insight, or knowledge, generated is that customers
who have recently invested in computer hardware are “ripe” for peripherals.
This suggests a particular target group as well as copy (“no new computer
system is complete without the best speakers...”).

Knowledge management draws on information technology, economics, or-
ganization behavior, human resource management, and marketing. Informa-
tion technology underlies the data warehousing issues that are crucial for
knowledge management. While we are not aware of formal economic analyses
of knowledge management, Davenport and Prusak (1998) argue that the firm
faces both an internal and external market for knowledge. There are buyers,
sellers, and prices. Organizational behavior scholars have studied knowledge
management under the label “organizational learning” (e.g., Argote 1999), fo-
cusing on how organizations learn, how they forget, how they remember, and
how information is shared. Human resource management views knowledge
management as a human capital issue, and is concerned with how to provide
the skills for employees to learn and share their learning (Tapp 2002, p. 110).

Marketers have touched upon knowledge management in their study of
“marketing orientation.” In fact, Kohli and Jaworski (1990) define marketing
orientation as the generation, dissemination, and utilization of information
related to customer needs. This is very close to our definition of knowledge
management.

3.4.2 Does Effective Knowledge Management
Enhance Performance?

As just mentioned, the concept of marketing orientation is similar to knowl-
edge management. Therefore, the evidence of a positive relationship between
marketing orientation and firm performance (Jaworski and Kohli 1993; Moor-
man 1995; Moorman and Rust 1999) suggests knowledge management can
pay off. The caveat, however, is that these studies focused on the general
collection and utilization of customer information, and not on knowledge
gained through database marketing.

Some research connects knowledge management with successful CRM.
Chaston et al. (2003) surveyed 223 UK accounting firms. They measured
knowledge management in terms of orientation toward acquiring knowledge
from external sources, exploiting new knowledge, documenting carefully, mak-
ing information available to all employees, and improving employee skills.
They thus covered the create—codify—transfer—use dimensions of knowledge
management (DiBella et al. 1996). They measured CRM orientation in terms
of maintaining close contact with clients, regularly meeting with clients,
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gaining knowledge through building strong relationships, tailoring service to-
ward clients, and gaining revenue mainly through repeat sales. The authors
found a strong correlation between knowledge management and CRM. Firms
that were above average in CRM orientation were above average in knowledge
management. They were also above average in sales growth.

Croteau and Li (2003) surveyed 57 Canadian firms with greater than 250
employees, representing a variety of industries. Knowledge management was
measured using scales such as “able to provide fast decision-making due to
customer knowledge availability”. The impact of CRM efforts was measured
using company self-reported satisfaction with retention rates, loyalty, market
share gains, innovative and convenient products. In a multi-equation struc-
tural model, knowledge management was found to be a significant predictor
of CRM impact.

These studies suggest a connection between knowledge management and
CRM. They help justify the view that data and CRM go hand-in-hand
(O’Neill 2001; Swift 2001). However, they do not distinguish the type of
knowledge being managed, i.e., whether it be data, information, or knowl-
edge in Davenport and Prusak’s framework. Further research is needed to
sharpen our understanding of exactly what types of knowledge are most im-
portant for enhancing CRM efforts.

One potential benefit of knowledge management is that it provides con-
tinuity as employees move to other firms. In fact, employee turnover was
arguably the prime stimulus for the emergence of knowledge management as
a field (see Tapp 2002). Knowledge management can be viewed as a way of
capturing the knowledge of current employees so if they physically leave, their
wisdom still remains. However, studies are needed to investigate whether in
fact this benefit materializes in the real world.

3.4.3 Creating Knowledge

The first step in the knowledge management process is creating knowledge,
which can be categorized as internal versus external, and undirected versus
directed.

Internal knowledge creation takes place as part of the process of analyz-
ing data and making decisions (Davenport et al. 2001a). Gillett (1999, fig. 4)
reinforces this point. Many lessons are learned each time a modeler builds
a predictive model and a manager uses it to target. The result is a reper-
toire of experiences that creates knowledge about what works and doesn’t
work.

Knowledge can also be “created” externally, most obviously by hiring an-
other firm’s employees (“grafting” in the words of Huber 1991). At the micro
level, grafting may be of individual employees (e.g., hiring the CRM manager
from a rival company); at the macro level, grafting can occur by purchasing
an entire company. For example, DoubleClick gained much knowledge of the
list industry by purchasing Abacus.
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Directed knowledge creation takes place when a company proactively fo-
cuses on a particular topic. For example, a service company may focus on
customer satisfaction (DiBella et al. 1996). Davenport et al. (2001b) say that
successful companies focus on learning about top customers, or customers
most likely to provide future earnings. They cite FedEx and US West as ex-
amples. P&G focuses on understanding Wal-Mart. Microsoft began focusing
on CIO’s when it became clear that business customers were a prime source
of future growth.

Undirected knowledge creation takes place as a “spin-off” benefit of the
analysis/decision process. For example, a manager may want to design a fre-
quency reward program. Upon tapping the firm’s knowledge management
system, the manager realizes that not much is known about the topic. The
manager therefore conducts his or her own research, surveying other firms’
programs and conducting survey research. Another form of undirected knowl-
edge creation takes place as current employees mentor new employees. The
new employee questions why something is done a certain way, and that forces
the current employee to crystallize his or her knowledge.

Experiments are an effective way to create knowledge. They allow compa-
nies to test fundamental assumptions as opposed to marginal improvements
(DiBella et al. 1996). The prevalence of experimentation in database market-
ing makes it particularly prone to this type of learning.

A final issue in knowledge creation is that it requires managers to have
the wherewithal and ability to interpret data and information. For example,
the most immediate use of a predictive model might be the prioritized list of
customers. However, knowledge is created when the model-builder and the
marketing manager sit down and review the important variables in the predic-
tive model. Therefore, knowledge creation requires time, training, and often
group work (Gillett 1999). Davenport et al. (2001a) report that most com-
panies are not succeeding in turning data into knowledge, and are neglecting
“the human realm of analyzing and interpreting data and then acting on the
insights” (p. 118). They cite their own studies as well as two prime examples,
supermarket scanner data in the grocery chain industry, and Web transaction
data. The data certainly are being created, but managers simply do not have
the time to generate information from the data, much less knowledge.

One response to this is to make more knowledge creation activities di-
rected, or to require managers to record what they learned. Firms need to
foster a work environment that allows time for reflection. This is a challenge
for today’s downsized companies.

3.4.4 Codifying Knowledge

Knowledge needs to be stored for two reasons. First, it enables more efficient
transfer to other employees. Second, knowledge not recorded can be forgot-
ten. Organization forgetting is a significant phenomenon (Argote 1999). It
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happens through employee turnover and through lack of repetition (e.g., “we
once ran a campaign like this, but that was several years ago, and frankly, I
forgot what happened”).

The key issues in codifying knowledge are what to store and how to store
it. Knowledge should be stored to the extent that is useful and necessary
to sustain the firm’s strategy. Obviously, companies whose strategy is to de-
velop customer relationships must store all data, information, and knowledge
related to customer relationships. However, there still may be a surfeit of
knowledge to store and decisions need to be made as to what knowledge will
truly be useful in the future.

The details of how to store the knowledge are the domain of information
technology. Although expensive, it is relatively straightforward to compile
and record customer data and information; that is what CRM information
systems are designed to do. Insights, i.e., true knowledge, can be tougher to
codify. This can be done by requiring key employees to write white papers.
Expert systems are another possibility, as are knowledge maps (Davenport
and Prusak 1998; Vail 1999).

Davenport et al. (2001b) emphasize the need to store both quantitative and
qualitative data, and cite P&G as a company that tries to do both through
either face-to-face meetings or “discussion databases” (p. 65). Sometimes,
however, it will be very difficult to codify what is learned. Harley-Davidson
and the Jeep division of DaimlerChrysler rely on ethnographic research to
understand their customers. Consultants conduct the research, and commu-
nicate what they learn through discussions with managers, but this does not
formally codify it.

Another issue is whether there should be one knowledge repository (the
“enterprise warehouse”) or several. Assuming cost is not an issue, the obvious
preference is for one repository. This facilitates cross-referencing and equal
access. However, perhaps due to costs, Davenport et al. (2001b) report that
most firms do not store all their knowledge in one place. They cite Dell, who
at the time of their paper, had not integrated their online data with data
from the calling center.

Finally, knowledge is not only of the facts, but also of processes. It is
perhaps even more important to codify processes. Davenport et al. (2001b)
discuss Kraft’s “3-Step Category Builder,” a process for analyzing a product
category and deciding how it can be grown.

3.4.5 Transferring Knowledge

There can be both formal and informal mechanisms to transfer knowledge
to the appropriate people. The most common formal mechanism, especially
for transferring data and information, is to train managers to access cus-
tomer information housed in the data warehouse. Information also can be
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transferred automatically, e.g., a customer profile can appear on the screen
when a catalog company representative is talking with the customer. Other
formal forms of knowledge transfer are through in-house seminars and white
papers.

Informal knowledge sharing is perhaps the most difficult to orchestrate. It
involves installing a culture and a physical environment to facilitate conver-
sation. For example, it would be a good idea to locate the model builders
adjacent to the managers who make decisions based on the models, and
to encourage mentoring whereby senior managers transfer their experiential
knowledge to junior managers.

Huber (1991) summarizes the vast research from the organization behavior
literature that describes the circumstances under which knowledge sharing
will occur. Informant A may have to knowledge to transfer to Recipient B.
Transfer is more likely if A views the information as relevant for B, A’s costs
of sharing are low, A’s workload is low, A has incentives for sharing, and B
has high power/status in the organization.

3.4.6 Using Knowledge

Using knowledge is probably the most critical component of the knowledge
management system. What good is the knowledge if it’s never used? If the
first three steps — creation, codification, and transference — have been achieved
correctly, usage should follow, because this means that insightful, relevant
knowledge has been created, it’s available in “the system”, and it’s easy for
the manager to tap this knowledge base.

Consumer behavior researchers have established that individuals will use
information to the extent that it is accessible and diagnostic (Feldman et
al. 1988). Accessibility follows to the extent that the knowledge information
system makes knowledge easily available, i.e., that knowledge transference is
effective. Diagnosticity follows to the extent that the information is useful.
Designers of knowledge management systems need to make sure that both
these conditions hold. For example, in a study of a US health insurance com-
pany, Payton and Zahay (2003) found that “ease of use”, i.e., accessibility,
and “quality” of the data, i.e., diagnosticity, were the two key factors de-
termining employee use of the corporate data warehouse. Top management
support and training were also important factors.

The diagnosticity of information is difficult to judge, because it is sub-
jective to establish whether the knowledge is truly useful. For example, a
company’s knowledge management system may contain information that says
recent purchasers of computers are prime candidates for cross-selling external
speakers. However, a new manager may believe these insights are not useful
in today’s marketing environment. The new manager may be of the opinion
that it doesn’t make sense to cross-sell external speakers to someone who has
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recently bought a computer system, because either the speakers would have
been included in the purchase or if the customer wanted the speakers, he or
she would have bought them then and there.

The difficulty is that the new manager might indeed be correct and the
knowledge may not apply to today’s marketing environment. It doesn’t make
sense to require the new manager to use the information. Perhaps the best
tack is to make the information easily accessible, but allowing the new man-
ager to make judgments as to whether the information is useful.

3.4.7 Designing a Knowledge Management System

Figure 3.3 suggests a process for designing a knowledge management system.
The first step is to make sure the pre-requisites (the company’s database
marketing strategy, information technology infrastructure, skills, and organi-
zational culture) are in place, (Davenport et al. 2001a). The strategy guides
which knowledge gets created and stored. The information technology struc-
ture is essential because it defines the capability for housing the customer
data as well as other forms of codified knowledge. Croteau and Li (2003), in
their study of Canadian firms, found that technological “readiness” was an
important precursor of successful knowledge management efforts. Employees
need to have the skills to create, codify, transfer, and use knowledge. There
needs to be an organizational culture that values knowledge.

The next phase is to design the core of the system: the content, creation
activities, codification procedures, transference techniques, and usage mech-
anisms. Content decisions involve the topics and depth of knowledge that
will be part of the system. Topics follow from the strategy and includes as-
pects of customer behavior, previous campaigns, strategies, etc. An important
decision needs to be made regarding depth of knowledge — is this an infor-
mation system or a knowledge system?

The various means of creating knowledge described in Sect. 3.4.3 need to
be reviewed and prioritized. For example, how much will the knowledge man-
agement system rely on grafting? How will these activities be formalized? If
there is to be a large emphasis on undirected proactive research, do managers
have access to the tools they need to conduct that research? For example, if

Pre-Requisites The Core of the System
Database Marketing Strategy Content
Organizational Culture Creation System Evaluation
Information Technology Codification
Skills Transference
Usage

Fig. 3.3 Designing a knowledge management system.
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a manager wants to learn about what types of customer tier programs work,
does he or she have access to the customer data to conduct the investigation?
Does he or she have access to the library resources one needs to learn vicar-
iously about what other companies do and what academic researchers have
learned?

Decisions need to be made on codification (Sect.3.4.4). What will be re-
quired in terms of white papers and internal seminars? Is all the relevant
information being captured and put into a usable computer format? A key
decision here is on centralized versus decentralized repositories. As discussed
earlier, centralized is attractive for cross-referencing and access, but may not
be practical.

The issues discussed in Sects. 3.4.5 and 3.4.6 need to be addressed in order
to make sure the knowledge will be transferred to those who need it, and in
turn that the recipients will indeed use the knowledge. For example, decisions
need be made that will ensure the system is used effectively. This includes
the fine line between encouraging use and requiring it. On one extreme, the
company can include a requirement that all proposals for marketing activi-
ties refer if possible to knowledge gleaned from the knowledge management
system. On the other extreme, there can be no requirements.

A final step is to set up a mechanism for evaluating the system. Researchers
have conducted cross-sectional studies showing that companies with more
sophisticated knowledge management systems achieve better customer rela-
tionship outcomes (e.g., Chaston et al. 2003). However, to assess the value
of the knowledge management system for a particular firm, a before-after
type analysis is called for. This is difficult to execute because the knowl-
edge management system’s value would appear mostly in the long-term. One
might find 2 years after implementing a knowledge management system that
retention and loyalty have decreased. However, these indicators might have
decreased even more if it weren’t for the system. In some cases, competitive
data might be available to serve as a cross-sectional benchmark.

Sharp (2003) describes one company’s innovative approach to evaluating
its knowledge management investment. The company was Shell International
Exploration and Oil (SIEO). SIEO invested $6 million in a knowledge man-
agement system with a focus on enhancing knowledge transfer. SIEO mea-
sured ROI for this investment first by surveying disseminators of knowledge
as to what types of questions were being asked. This provided them with a
frequency distribution across all types of questions. SIEO then went to the
users (engineers) and asked them to put a dollar figure on how much the
information they received was worth for particular types of questions. These
numbers were multiplied by the distribution of questionnaire frequency to
determine ROI. SIEO calculated an ROI of 50, meaning that the $6 mil-
lion investment had generated $300 million in financial benefit over a 3-year
horizon.

The obvious concern with this methodology is whether users can self-report
the value of the answers they receive. They may have a cognitive dissonance
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bias that inflates the value (“I decided to use this system; therefore, it must be
valuable”). In addition, there is no benchmark. What would have happened
if the knowledge management system had not been available? However, to
its credit, SIEO made a reasonable effort to determine what they had gained
from their investment.

3.4.8 Issues and Challenges

Knowledge management is clearly a crucial organizational process for imple-
menting database marketing. The organizational learning literature provides
a strong academic tradition in this area. But sorely needed are marketing-
oriented studies on all aspects of knowledge creation, codification, transfer-
ence, and usage, in a database marketing/CRM context. Among some of the
key issues are:

e Which knowledge creation activities are most important?

e How important is knowledge management rather than information man-
agement? Is it worthwhile to generate, store, and disseminate insights that
go beyond the narrow information typically available from compilations of
customer data?

e How do we ensure that potential users will actually use the knowledge
captured by the system (see Huber 1991)7

e How can companies evaluate their investment in a technology that is so
broad in scope and so long-term in presumed effect?

e What in fact are the typical ROI’s earned by investments in knowledge
management systems, and what determines those ROI's?

e How important is organizational culture in the creation and use of knowl-
edge? Perhaps cultures that emphasize teamwork and collectivism are
more conducive to knowledge management effectiveness than cultures that
emphasize entrepreneurship (see Deshpandé et al. 1993).

e Can knowledge management be a source of competitive advantage? It
would appear that large-scale knowledge systems are imperfectly mobile,
although there can be some leakage if managers switch firms and bring
insights along with them.

3.5 Compensation and Incentives

Managers and employees in all organizations respond to incentives. For exam-
ple, if the company needs to increase its acquisition rate, employees should
be rewarded based on how many customers they acquire. Since database
marketing allows managers to measure performance more accurately, de-
veloping appropriate incentives becomes even more relevant for successful
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implementation of database marketing. We will review some theoretical work
in this area, and then discuss some empirical findings.

3.5.1 Theory

Hauser et al. (1994; “HSW”) conduct an economic analysis to investigate how
companies should use compensation incentives to reward employee-induced
increases in customer satisfaction (long-term) versus employee-created im-
mediate sales (short-term). In database marketing terms, this is the basic
trade-off between acquisition and retention. The model uses a principal-agent
framework where employees (agents) are not certain what will be the results
of their efforts, and company management (principal) cannot perfectly ob-
serve the amount of employees’ efforts. Companies compete on price and their
compensation reward structure.

HSW construct a two-period model for two competing firms. Demand de-
pends on prices and customer perceptions of quality. Employees can expend
efforts to increase perceived quality, through efforts “a” that increase imme-
diate first period sales, and efforts “b” that increase satisfaction in the first
period and increase sales in the second period. The total employee effort is
a~+b. The firm cannot observe a or b directly, although first-period sales and
satisfaction are indirect measures of these efforts. Employees cannot directly
observe the impact of their efforts either, although they know what efforts
they expended.

The focal firm and the competitor choose prices and compensation sys-
tems to maximize profits. The solution procedure assumes that the firms are
Stackelberg leaders with respect to employees in that employees optimize ef-
forts based on a set of prices and reward functions. Firms find optimal price
based on a given reward function, and then find the optimal reward function,
taking into account competitor as well as employee reactions. HSW show that
the derived compensation (w; in period 1; wq in period 2) are linear functions
of sales (¢q) and observed satisfaction (s):

wy = ay + B1q1 +ns (3.1a)
wo = a2 + (2qo (3.1b)

A key finding is that firms are better off rewarding employee-induced im-
provements in customer satisfaction (1 > 0) as well as sales levels, no matter
what its competitor does. The result is quite sensible. Even though the firm
cannot observe employee efforts to create satisfaction, the firm knows that
satisfaction is created through these efforts and satisfaction increases second-
period sales. If customer satisfaction is not rewarded, the firm loses out on
second period sales. HSW provide insights on how various factors influence
the amount to which customer satisfaction should be rewarded:
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e The firm should put more emphasis on rewarding satisfaction if employees
are short-term oriented. If customers are not naturally long-term oriented,
they need incentives to make them so.

o [f satisfaction can be measured with greater precision, more emphasis
should be placed on rewarding it. This makes sense in that if customer
satisfaction is measured perfectly, the firm has a better measure of em-
ployee efforts.

e Satisfaction efforts should be rewarded more if they are targeted at cus-
tomers who have low switching costs, i.e., are likely to churn without those
efforts. This makes sense because these customers will churn unless they
are satisfied.

e If a firm’s baseline perceived quality level is larger, it should put more
emphasis on rewarding satisfaction.? This is very important because it says
that the gains from rewarding customer satisfaction are greater among top
tier companies. This might be because the high quality firm can already
count on short-term sales so can invest more in creating the satisfaction
that will guarantee long-term sales.

HSW provide insightful results that generally support compensation schemes
that reward employees who can create satisfied customers. One issue for
further research is whether rewarding customer satisfaction increases total
industry profits. Rewarding customer satisfaction could set off a “customer-
satisfaction war” where firms compete to acquire customers because once
these customers are acquired, they are locked in via customer satisfaction
incentives.

Another area of reward compensation is for the statisticians who build
predictive models. As has been repeatedly shown in this book, database mar-
keting can have a direct and demonstrable impact on profits through better
targeting. It might therefore make sense to compensate model-builders on
the “lift” they generate from their models. A final area is how to compen-
sate employees for knowledge management, especially creation, codification,
and transference. It seems that incentives should especially encourage these
activities, since these do not have immediate pay-offs.

3.5.2 Empirical Findings

There are systematic and anecdotal empirical studies that are building a case
that compensation is a key ingredient to the success of database marketing
or CRM efforts.

Reinartz et al. (2004) found evidence that compensating employees ac-
cording to their success in cultivating relationships with high value cus-

2 This result is stated and proven in a working paper version of the paper (Hauser et al.
1992).
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tomers plays a role in improving company performance. The authors sur-
veyed 211 managers and CRM experts in Austria, Germany, and Switzer-
land. They measured various aspects of CRM implementation along with
market-based performance measures including customer satisfaction, reten-
tion, company image, and customer benefits. The authors found for ex-
ample that “CRM-Compatible Organizational Alignment” enhanced com-
pany acquisition efforts in improving market performance. CRM-Compatible
Organizational Alignment was a 4-scale item that included incentives to de-
liver the appropriate service to customers based on customer tier, i.e., “re-
warding employees for building and deepening relationships with high value
customers.” Other items in the scale were less incentive specific (training,
organized to respond optimally to different customer groups, etc.) so it isn’t
clear exactly what the incentive contribution is. However, incentives are def-
initely part of the picture.

Peppers and Rogers (1997, pp. 79-98) describe an interesting case in-
volving the telecommunications firm MCI. Facing customer churn problems
in the early 1990s, MCI instituted a Customer First retention program.
The program focused on the top 5% of customers who generated 40% of
revenues. MCI assigned customer managers to portfolios of these customers,
and rewarded the customer managers based on retention-oriented metrics.
According to Peppers and Rogers, the program was beginning to succeed.
However, MCI’s marketing group, which was compensated based on product-
sales statistics, did not like this program because it took away their prime
prospects for cross-selling and put them in the hands of the Sales and
Services group.

Day and Van den Bulte (2002) surveyed 345 senior marketing, sales, and
MIS executives in US companies. They identified potential factors related
to CRM success, one of which they labeled “Configuration.” Configuration
involved “organization structures, incentives, and controls.” Configuration
turned out to be the most important factor underlying “customer relationship
capability” (CRC), and CRC was strongly related to customer retention,
sales growth, and profit. This provides further support that compensation
incentives are important.>

Day (2003) reports that Siebel Systems ties 50% of management incentive
compensation to customer satisfaction, and 25% of salesperson compensation
to customer satisfaction. To link the employee efforts more directly to their
impact on satisfaction, Siebel pays the bonus 1 year after the signing of a
contract. Day also reports that Capital One allows a customer representative
leeway in the packages he or she can offer a would-be churner to induce the
churner to stay with Capital One. The representative is compensated based
on his or her ability to retain the customer with as profitable a package as
possible. In this way, Capital One rewards employees based on their ability
to improve profitable retention.

3 Note however that Configuration was measured on a single scale that did not refer
directly to compensation.
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Finally, Srinivasan and Moorman (2002) study the drivers of online re-
tailer performance. They relate organization factors to customer-related
investments, which in turn they relate to customer satisfaction, which in turn
they relate to performance. They verify the satisfaction-performance relation-
ship by linking BizRate.com customer ratings to executive-reported company
cash flow. The most important customer-related investment is found to be
expenditures on customer information systems. Having a customer-focused
reward system was the second-most important determinant of information
system expenditures (marketing/technology interactions were the most im-
portant). The implication is that setting up a CRM-related incentive system
enhances performance by motivating the company to make the right early in-
vestments in customer information technology that in turn pay off in higher
customer satisfaction and better company performance. Note this finding
also reinforces the Star model (Fig.3.1), which points out that the elements
of organizational design (in this case compensation and knowledge manage-
ment) all highly related.

3.5.3 Summary

There is good evidence that compensation incentive systems should and do
play a role in successful implementation of database marketing. Most of this
work is on the incentives—customer satisfaction—performance link. Hauser et
al. (1994) provide the theoretical link, while Reinartz et al. (2004), Day and
Van den Bulte (2002), and Srinivasan and Moorman (2002) provide the em-
pirical links.

While these results are promising, one important topic for future work is
coordinating the compensation schemes of various groups within the com-
pany. Hauser et al. (1994) propose that more incentives should relate most
directly to the fruits of an employee’s effort. For example, if employees focus
on reducing churn, they should be compensated based on churn rate. Peppers
and Rogers’ (1997) MCI case, however, cites problems when one group being
compensated based on acquisition and one on retention. In the MCI case,
one group increased retention by “fencing in” the most profitable customers,
essentially taking them away from the other group that wanted to sell these
customers more products. Both groups were responding to the compensation
incentive structure, but they were in conflict.

3.6 People

3.6.1 Providing Appropriate Support

Once the firm'’s strategy, structure, knowledge management process, and com-
pensation are in place, employees need training and support. Training is
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especially important for knowledge management, particularly with regard to
accessing and using the system (Payton and Zahay 2003). It is also important
with regard to customer versus product management — these are two differ-
ent mindsets. Finally, the organizational culture must reinforce what the rest
of the organizational design is trying to accomplish. For example, using the
culture types enunciated by Deshpandé et al. (1993), a “Clan” culture, which
is characterized by interpersonal cohesion, teamwork, and mentoring, might
be appropriate for a firm that wanted to put strong emphasis on the trans-
ference component of knowledge management. A “Market” culture, which
emphasizes goal achievement and competitiveness, might be more appropri-
ate for a firm that wanted to emphasize a highly results-oriented customer
management system.

Another aspect of supporting people is the commitment of senior man-
agers. Senior managers can articulate their support for the organizational
design and reward individuals beyond the formal compensation plan. In ad-
dition, senior managers can contribute directly. For example, Senn (2006)
reports a “Top Executive Relationship Process” at Siemens Information and
Communications, in which top executives meet with Siemens’ customers’ top
management on a regular, planned basis.

3.6.2 Intra-Firm Coordination

No matter what organization design emerges from the Star model (Fig. 3.1),
it will only be successful to the extent that people work well with each other,
i.e., they coordinate. Three potential sources of coordination problems include
conflict, poor communication, and lack of education. Following is a list of
different personnel who need to coordinate, and potential issues that may
hinder coordination:

Groups Coordination issue
Modelers and managers Communication, education
Acquirers and retainers Conflict

Customer managers and product managers Conflict

Channel managers Communication

Modelers and IT Communication, education
Marketing managers and IT Communication, education
Marketing and financial managers Conflict

Database marketers and senior management Communication, education

We discuss these issues in more depth in the following two sections.

3.6.2.1 Coordination Within the Marketing Function

Modelers and Managers: Gillett (1999) points out that the model builders and
the managers who use modeling results need to coordinate effectively in order
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for database marketing to be successful. According to Gillett, this entails
understanding each other’s needs, managing expectations, and understanding
each other’s capabilities. These are largely communication and education
issues. The model builder needs to be able to translate a business problem,
e.g., how to cross-sell effectively, into a statistical analysis that solves the
problem. The manager needs to have some idea what models can and cannot
do. For example, predictive modeling is very good at prioritizing customers
in terms of responsiveness, but not as good at drawing the line in terms of
who should or should not be targeted. Managers also need to have realistic
expectations on how fast models can be built and how accurate they can be.
With today’s emphasis on downsized staffing, it is very easy for managers
to make unrealistic demands on model-builders. It is difficult for a manager
to fathom why it takes a week to produce a predictive model, but these
expectations need to be set appropriately.

Gillett (1999) recommends that data-mining should be a team effort, com-
prised of an IT specialist (for the data), a statistician (to do the data mining),
and a manager (to make sure the effort fulfills a business need). The benefits
of team play are (1) a result that’s more likely to improve business perfor-
mance, and (2) a set of insights that’s more likely to increase the company’s
knowledge base long-term.

Acquirers and Retainers: One of the hallmarks of the customer-centric or-
ganization is separate management of acquisition and retention (Sect. 3.3.5).
However, these functions have potentially conflicting mindsets. Acquirers are
volume and short-term oriented, since their task is easily quantified. Re-
tainers are customer relationship and long-term oriented. Problems occur
when the acquirers attract customers who are difficult to retain. For exam-
ple, a telecom company may find it easier to attract young users, but these
are precisely the customers who innately are more difficult to retain. On
the other hand, the customers who are easiest to retain might be the most
difficult to acquire. For example, if older people are more naturally brand
loyal, they are attractive for the retainers, but difficult for the acquirers to
attract.

Customer managers and product managers: The conflict here is that cus-
tomer managers may demand products that product managers can’t pro-
duce. For example, the customer manager for teenagers may ask for a line of
personal computers with high styling and large disk capacity. That sounds
fine, but the product manager for personal computers may also be besieged
with requests for other product features from the business customer man-
ager, the educational institution customer manager, and the family customer
manager.

Channel managers: Marketing can be organized by channel, and this raises
coordination issues (Botwinik 2001). One problem is that in many companies,
the online channel initially was set up as a separate profit center as a way to
establish a company’s web presence. Now companies have that presence, and
they need to coordinate among the channels. Whereas originally there may
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have a conflict between channel managers in that they were seen as competing
for the same customer, now the issue is more on communicating effectively so
that the overall customer needs are addressed. As a simple example, a direct
sales representative needs to have the customer’s online purchase records
easily on hand.

Different marketing functional managers: Botwinik (2001) argues that
various marketing functions, e.g., marketing, sales, and service, view their
domains as distinct and rarely coordinate. However, the customer views his
or her relationship with the firm in terms of the overall experience. For ex-
ample, the customer may have problems with Internet response time. The
customer calls customer service, who may fix the immediate problem, but
the real problem is that the customer has the wrong computer. Marketing
can help identify that need. Then sales can help define the specs for the re-
placement computer. The three groups need to be communicating with each
other so each of them can route customers seamlessly to the appropriate
department.

3.6.2.2 Coordinating Outside the Marketing Function

Modelers and I'T: While modelers and I'T people are both technically oriented,
it is not necessarily the case that these two groups communicate easily. Data
managers are responsible for organizing so many different data entities that
they have a hard time sitting down with an applied model-builder and helping
to stipulate the database for a predictive modeling project. On the other
hand, modelers may have little taste for defining the variables in the database
— they’re more interested in seeing what predictive power they can get for a
given set of variables, and what statistical techniques work best. Put simply,
the data managers need to take a course in statistics, and the data miners
need to take a course in data management.

Marketing Managers and IT: IT departments typically handle data for
the entire company, including finance and operations as well as marketing.
As a result, the marketing department can wait an inordinate amount of
time before the database it needs is assembled. The Directors of IT, Mar-
keting, Finance, Operations, and Human Resources need to coordinate and
set priorities. Coordination problems also occur when marketing managers
want to access the data warehouse through queries, and can’t easily trans-
late their needs into a query the system can handle. Cunningham et al. (2006)
describe an evaluation tool that can used to measure how well the system
satisfies management needs. This should enhance coordination between IT
and managers.

Marketing Managers and Financial Managers: This is an arena of potential
conflict. The conflict stems from a classic tradeoff between Type I and Type I1
error (see Chapter 10). Type I error is not contacting a customer when contact
would improve profits. Type II error is contacting a customer although this
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doesn’t improve profits. The problem is that it is difficult to minimize both
errors — there is an inherent conflict.

The problem is that marketing, i.e., customer managers, talk about in-
vesting in customers and producing long-term results. They feel that Type
I is the worse error — nothing is worse than not increasing customer
value when the opportunity is there. Financial managers however are more
naturally concerned with Type II errors. The worse thing is to waste money
on customers who are not worth it. Simply understanding each other’s error
priorities would go a long way for helping to resolve conflicts, but it appears
that someone is needed to set the tone for which error is more important.

Database marketers and senior management: The issue here is one of com-
munication and education, primarily on the part of senior management. Se-
nior management needs to have a clear understanding of what database mar-
keting can do, and database marketing needs to avoid over-selling what it can
do. This is similar to the miscommunications that can occur between data
miners and marketing managers, but on a more strategic scale.



Chapter 4

Customer Privacy and
Database Marketing

Abstract Probably the single most important aspect of the legal environ-
ment pertaining to database marketing is customer privacy. We examine this
issue in depth. Privacy is a multidimensional issue for customers, and we
begin by reviewing the nature and potential consequences of these several
dimensions. We discuss the evidence regarding the impact of customers’ con-
cerns for privacy on their behavior — there is some although not definitive
evidence for example that privacy concerns hinder e-commerce. We discuss
current firm practices regarding privacy, as well as some of the major laws
regarding customer privacy. We conclude with a review of potential solutions
to privacy concerns, including regulation, permission-based marketing, and a
strategic focus on trust.

4.1 Background

4.1.1 Customer Privacy Concerns and Their
Consequences for Database Marketers

Customer privacy in database marketing pertains to the customer’s ability
to control the collection, usage, and anonymity of his or her data. The basic
premise of database marketing is exchange: companies collect and analyze
customer data, and in return provide customers with more appropriate prod-
ucts, services, and offers. However, this premise is muddled when customers
become concerned about privacy. Figure4.1 outlines these concerns and their
ramifications.!

1 See Smith et al’s (1996) and Stewart and Segars (2002) for a formally developed measure-
ment instrument of privacy concerns — the “Concern for Information Privacy” (CFIP)
scale. This scale taps the security, third-party access, none-of-your-business, and fear of
errors dimensions of information privacy discussed in this section.
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Fig. 4.1 Customers’ privacy concerns and their ramifications for database marketers.

e Data security: Customers fear that computer hackers can gain access to
their data. High-profile cases of “identity theft” fuel this fear. In one in-
stance, ChoicePoint, a collector and seller of customer-level data available
in the public domain, revealed that an identity-theft ring gained access to
145,000 records in its database (Perez 2005). The data included names,
addresses, and social security numbers. Another well-known data com-
pany, Lexis-Nexis, revealed that criminals gained access to social security
numbers, driver’s license information, and addresses of 310,000 individu-
als (Timmons and Zeller Jr. 2005). These cases suggest to consumers that
even if the companies collecting the data are well-meaning, these compa-
nies cannot protect the privacy of their data.

Data security also pertains to access by persons within the organiza-
tion. For example, a patient might be comfortable with a physician seeing
his or her medical history, but not a medical student or a departmental
administrator.

e Secretive data collection (George 2002): Customers suspect that companies
collect data from them without their knowledge. The most conspicuous
example is the use of cookies, a few lines of computer code inserted by
an Internet website into the customer’s computer that can then be used
to track the customer over time (Turner and Dasgupta 2003). Cookies are
usually inserted without the customer’s permission. It is not the tracking
per se that bothers customers, but the surreptitious nature of the data
collection.

o Junk mail and spam (George 2002): Some customers fear that data col-
lection leads to unwanted junk mail and emails. Good predictive models
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should address this concern, as companies use these models only to target
customers who will respond. But the best predictive models might boost a
1% response rate up to a 5—7% response rate. That can mean huge profits
for the database marketers (Chapter 10), but the 93% who do not respond
might view the solicitations as an invasion of privacy.

o Third-party access (Smith et al’s 1996; Turner and Dasgupta 2003; George
2002): Customers realize that the company with whom they do business
may sell the data it collects to unknown third parties euphemistically called
“partners.” Customers may not mind the company that collects the data
using it, but want to control who else gets to use the data.

e None of your business (Smith et al’s 1996; George 2002; Winer 2001):
The customer may simply feel that it is none of the company’s business
to know what types of books, movies, electronic equipment, etc., that the
customer prefers, or what areas of the country (or what countries) the
customer calls on the telephone. These customers view their relationship
with the company as purely transactional, and resent being classified as
“mystery book readers” or “international callers”.

o Feelings of violation (Winer 2001): Winer (2001) states this as, “How do
they know that about me?” For example, a direct marketer may use a
compiled database (Chapter 8) to learn that a customer reads Newsweek
and recently purchased a high definition television. Even if the customer
knows data are being collected and databases are being merged, when the
company reveals what it knows to the customer, the overall data collection
effort seems more invasive.

o Inequitable exchange (Fletcher 2003): While the premise of database mar-
keting is for the customer to sacrifice some privacy in exchange for better
service, prices, product, etc., some customers may not view this as an eq-
uitable exchange. Either they don’t see the benefits of better targeting, or
they view the costs of sacrificing privacy as too high. Either way, they view
the database marketing exchange equation as an inequality, not favorably
in their direction.

o Fear of Errors (Smith et al’s 1996): Customers may fear that the data
collected on them may include errors. The errors could occur through
computer “glitches” or human mistakes. The end result is that the com-
pany may have an incorrect profile of the customer, without either the
firm or the customer knowing it.

As Fig. 4.1 shows, there are four key ramifications of these privacy concerns.
First, customer fears about privacy can decrease sales volume. Stewart and
Segars (2002) found that consumers who were concerned with privacy in-
tended to remove their names from mailing lists or were less likely to pur-
chase products simply because of the manner in which the company used
personal data. The issue is especially relevant for the Internet. Udo (2001) sur-
veyed 158 online users and found that privacy and security concerns were the
number one issue hampering more purchasing on the Internet. A Microsoft
“Presspass” (Microsoft 2000) suggested, based on a Forrester Research study,
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that customer privacy concerns decreased Internet sales by $12.2 billion in
2000.

Second, privacy concerns may limit the data available to companies, there-
fore decreasing the precision and profitability of predictive modeling. Stewart
and Segars (2002) found that consumers who were concerned with privacy
were more likely to refuse to give information to companies. For existing
customers, purchase history is typically the most important variable driving
predictive model accuracy (e.g., Knott et al. 2002), and companies automati-
cally collect those data. However, when acquiring new customers, the prospect
has no purchase history with the company, so demographic and other cus-
tomer characteristic data become very important. If cookies were outlawed,
companies would not be able to track customers’ Internet search preferences
and behaviors — variables that are becoming important in predictive models.
In the extreme, if companies were prohibited from using prior purchase his-
tories to tailor campaigns, predictive modeling would virtually be brought to
a standstill.

Third, privacy can increase costs. Turner (2001) notes that restrictions
on access to external customer data could increase costs by 3.5-11%. This
diminishes the efficiency of database marketing.

Fourth, managers may face difficult ethical questions if they find them-
selves collecting data the customer doesn’t want them to collect. A good
test of ethical behavior is, “Would I be embarrassed if the public knew my
actions?” In the case of collecting and utilizing data that customers would
prefer to remain private, the answer to that question may be “yes.” This puts
well-meaning managers in an ethical dilemma.

In summary, consumers have several concerns about privacy. The ramifi-
cations of these concerns are: (1) lower customer expenditures especially on
the Internet, (2) less data available for predictive models, (3) higher costs
for companies complying with various privacy rules, and (4) difficult ethical
concerns for managers.

4.1.2 Historical Perspective

Concerns about customer privacy are not new. They probably emerged when
customer data were first punched onto computer cards in the 1960s. One of
the first uses of customer data was in the financial sector, where decisions
needed to be made about customer credit-worthiness. Concerns about pri-
vacy led to the Fair Credit Reporting Act of 1970 and the Privacy Act of
1974, which delineated consumers’ rights with regard to credit information
(Turner and Dasgupta 2003). As technological sophistication increased and
firms began to match and merge files and communicate information seam-
lessly, more legislation was passed — the Electronic Communications Privacy
Act of 1986 and the Computer Matching and Privacy Protection Act of 1988
(Turner and Dasgupta 2003). Despite these steps, a 1992 survey found that
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76% of consumers felt they had lost control over how information about them
was collected and used by organizations (Turner and Dasgupta 2003).

A landmark privacy event of the Internet age was DoubleClick’s purchase
of Abacus in 1999 (Winer 2001). DoubleClick’s specialty was the placement
of Internet ads, and accordingly had cookie-based information on many con-
sumers. Abacus was a customer-list exchange company that as a result had
data on off-line purchase habits, as well as names and addresses, of millions
of customers. DoubleClick’s strategy was to merge their Internet data with
Abacus’ offline data. This would create a highly revealing portrait of millions
of customers. The resounding negative publicity resulted in DoubleClick’s
declaring it would refrain from this plan. What DoubleClick was propos-
ing was no different from many of the merge—purge operations that go on
when various lists are combined. However, the magnitude of DoubleClick’s
endeavor, plus the involvement of the Internet, raised public awareness and
kindled the fears raised above.

The Internet and rising privacy concerns in areas such as health care and
the exploitation of children have given rise to a plethora of privacy laws; we
will briefly review a few of these in Sect. 4.3.3. The fact that these regulations
are part of a historical progression suggests that as technology develops and
data collection and dissemination becomes more and more seamless, more
legislation will be forthcoming.

4.2 Customer Attitudes Toward Privacy

While the above suggests the nature of the fears customers have regarding
privacy, there has been some research that has measured customer attitudes
and their impact on purchase behavior. In addition, segmentation schemes
have been proposed for conceptualizing customer heterogeneity with respect
to privacy.

4.2.1 Segmentation Schemes

Ackerman et al. (1999) surveyed web users and identified three segments with
regard to privacy and the Internet. (a) Fundamentalists, who are very con-
cerned about the use of data and do not want to provide any data through
websites. (b) Pragmatists, who are concerned about privacy but whose fears
could be allayed by laws, privacy policy statements, and the like. (¢) Marginal-
ists, who are only marginally concerned with the issue. The authors found
that Fundamentalists comprised 17% of their sample, Pragmatists 56%, and
Marginalists 27%. This suggests that extreme concerns about privacy are con-
fined to a minority. However, if Fundamentalists publicize privacy concerns
(e.g., the DoubleClick escapade) and if companies do not allay the concerns
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Fig. 4.2 A segmentation scheme of consumer attitudes toward privacy (From Fletcher
2003).

of the Pragmatists, these consumers could easily move to the Fundamentalist
camp.

A follow-up study conducted in Germany (Grimm and Rossnagel 2000)
similarly found 30% Fundamentalists and 24% Marginalists. The 45% Prag-
matists were further subdivided into those concerned with identity (20%)
versus profiling (25%). Identity would appear easier to deal with, because
companies can use household ID’s and contact individuals only after merging
the ID’s with the names/addresses/phone number file, which could be held
by a third party or at least by a limited set of individuals in the organization.
However, concerns about profiling seem endemic to what database market-
ing is all about. Predictive models essentially profile customers most likely
to respond, most likely to churn, most likely to be profitable, etc.

Fletcher (2003) proposes a segmentation scheme depicted in Fig.4.2. The
scheme is based on two factors: attitudes toward and trust of the benefits
of direct marketing, and knowledge and awareness with respect to privacy
issues. Fletcher identifies four segments. (a) Silent majority, who have low
knowledge awareness of privacy issues, but positive attitudes toward direct
marketing. This group is cooperative but should be educated about the use of
data and privacy issues, so they do not turn on companies if they see negative
publicity. (b) Sleepers, who also have low knowledge and awareness of privacy
issues, but are inherently hostile to direct marketing. There is little that can
be done with this group in terms of bringing them into the CRM world.
(c) Partners, who are highly aware of privacy issues but have positive views
on direct marketing. These are the customers who “buy into” the database
marketing exchange equation. (d) Activists, who are highly aware of privacy
issues and have negative views on direct marketing. These are similar to the
Fundamentalists. CRM companies need to try to educate these people on the
value of direct marketing.
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The above segmentation schemes are useful but need more testing and
refinement. Complicating the picture is that segment sizes and intensity of
feelings probably differ by product category (see Bart et al. 2005).

4.2.2 Impact of Attitudes on Database
Marketing Behaviors

The key issue is how consumer attitudes toward privacy affect their attitudes
toward various purchase behaviors in a database marketing environment. As
mentioned earlier, Stewart and Segars found that consumers who were more
concerned about privacy stated they would be more likely to request their
names be removed from a mailing list, more likely to refuse to give information
to a company, and more likely to refuse to buy a product because of the
manner in which a company used personal information.

Verhoef et al. (2007) related customer attribute ratings of various sales
channels (Internet, Catalog, Telephone) to their attitudes toward searching
and purchasing on these channels. One attribute was the extent to which their
privacy was guaranteed when purchasing on these channels. This attribute
related negatively to purchasing on the Internet, significantly but less im-
portantly to purchasing via catalog, and was not a significant determinant
of purchasing in the store. These results make sense and highlight the pri-
vacy concerns evoked by the Internet. They also demonstrate that privacy
concerns inhibit purchasing, and therefore slow down Internet commerce.

George (2002) studied the relationships among Internet experience, belief
that one’s data belong to oneself (“Property View”), trust in the privacy
offered by the Internet, concerns with the security of buying on the Internet,
Internet purchase intent, and Internet purchasing. The main results, based
on a 1998 survey of Internet users, are depicted in Fig.4.3.

The results show that Internet experience builds Internet trust, which
begets favorable attitudes toward Internet security, which in turn increases
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Fig. 4.3 The relationship between privacy attitudes and Internet purchasing (From
George 2002).



82 4 Customer Privacy and Database Marketing

Internet purchase intent and purchasing. Also, Internet experience is neg-
atively associated with the property view of one’s data, which in turn
begets more favorable attitudes toward Internet security, and ultimately,
higher Internet purchase intent and purchasing. In short, Internet expe-
rience induces favorable attitude changes that further enhance Internet
usage.

George combines “trust” and “privacy” in his Internet Trust scale. Bart et
al. (2005) separate the two. They measured trust as an overall belief that the
website delivers on its promises and that the information on the website is
believable. Privacy was measured in terms of the clarity of the privacy policy.
They find that privacy affects trust, which in turn affects behavioral intent
to use the Internet.

In a study reported by Peppers and Rogers (2004a), Intel and Urban found
that levels of trust affected the number of software downloads from an Intel
website. Privacy was not part of this study, but it reinforces the importance
of trust in Internet marketing (see also Pepe 2005).

The emergence of trust as a key factor is very important. Trust is a broader
issue than privacy — for example, it involves trusting the product recommen-
dations made from the site, which is not a privacy issue — but it is not
surprising that privacy concerns manifest themselves in a lack of trust. Note
there may be reverse causality here. Surely privacy concerns undermine trust,
but lack of trust could also trigger privacy concerns.

While the above studies clearly show that privacy concerns inhibit Internet
purchasing Turner and Dasgupta (2003) suggest that consumers may be more
willing to provide data than their attitudes indicate. Chain Store Age (2002)
reports that 70% of US consumers report worrying about privacy, but only
40% bother to read privacy policies. On the other hand, Clampet (2005a)
reports that 86% of consumers have asked to be removed from a mailing list,
and 83% have refused to provide information because it was too personal.

4.2.3 International Differences in Privacy Concerns

An interesting question is whether privacy concerns differ across coun-
tries. Milberg et al. (1995) examined the inter-relationships among
cultural values, regulatory environment, and information privacy con-
cerns across nine countries. Cultural values included uncertainty avoid-
ance index (UAI), power distance index (PDI), and individualism
(IDV) (Hofstede 1980, 1991). UAI measures the degree to which
society is averse to uncertainty. Milberg et al. hypothesized that
consumers from countries with high UAI should have higher concerns for
privacy. PDI measures the degree of inequality among various social classes.
Milberg et al. hypothesized that consumers from high PDI countries will be
more concerned about privacy, since high PDI countries are characterized by
lower levels of trust. IDV measures the degree of independence encouraged in
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society. Milberg et al. hypothesized that consumers from high IDV countries
would be associated with higher concerns for privacy.

For each of the nine countries, cultural values were measured using Hof-
stede’s classifications. Regulatory levels were measured using the authors’
judgments of the degree of regulation (low to high). The authors surveyed
900 members (IT professionals and financial auditors) of the Information
Systems Audit and Control Association (ISACA) to measure the concern for
privacy, using Smith et al’s (1996) privacy measurement instrument.

The results were that (1) the level of concern for privacy differs across
countries, (2) however, the prioritization of concerns for various privacy is-
sues is the same, with secondary use first, improper access second, errors
third, and collection fourth, (3) cultural values were not associated with pri-
vacy concerns, and (4) cultural values were associated with the degree of
privacy regulation. Power distance and uncertainty avoidance were positively
associated with the degree of regulation, and individuality was negatively
associated with the degree of regulation.

These results are interesting and establish inter-country differences in
privacy concerns. However, it is interesting that cultural values affected
the degree of regulation while not apparently affecting concern for privacy.
Milberg et al. (2000) conducted another survey of 595 ISACA members. They
examined 19 countries rather than 9, and used partial least squares analysis
rather than simple F-tests. In this study, they found that indeed, cultural
values affected both the degree of regulation and the concern for privacy.
PDI, IDV, and Masculinity (MASC) were positively associated with privacy
concerns, whereas UAI was negatively associated with privacy concerns. Like
their previous study, they found that UAI was positively associated with de-
gree of regulation, and that IDV was negatively associated with regulation.
They also found that MASC was negatively associated with degree of regu-
lation. However, contrary to their previous study, they found that PDI was
negatively associated with degree of regulation.

Bellman et al. (2004) surveyed 534 Internet users across 38 countries. Their
research differs from the Milberg et al. studies in that Bellman et al. survey
consumers. The authors examined three potential correlates of concern for
information privacy: (1) cultural values (PDI, IND, UAI, and MASC), (2)
current privacy regulatory structure, and (3) experience with using the In-
ternet. Current privacy regulations were classified across countries as “No
regulation or self help,” “Sectoral” (meaning regulations specific to partic-
ular industries), and “Omnibus” (meaning general regulations that apply
across industries).

The authors examined the role of regulatory approach as a mediator of
the relationship between cultural values and concern for information privacy.
Their results suggested that indeed regulatory approach mediated this rela-
tionship, in that the relationship between cultural values and overall concern
for information privacy became insignificant when regulatory approach was
added to the analysis.
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However, there were relationships between cultural values and various sub-
scales of the concern for information privacy measure. For example, respon-
dents from cultures with lower IND indices indicated higher levels of concern
for errors in the database; respondents from cultures with low PDI and low
MASC had higher levels of concern about unauthorized secondary use; re-
spondents from cultures with low PDI desired more privacy regulation and
those from cultures with low MASC were more concerned about data secu-
rity. In addition, online privacy concerns were negatively related to Internet
experience.

Summarizing the Milberg et al. and Bellman et al. studies, concerns for
privacy differ across countries. However, findings regarding the relationships
between these concerns and cultural values, the desire for regulation, and
regulatory environment have not been consistent. Milberg et al. (1995) find no
relationship between cultural values and overall concern for privacy, whereas
Milberg et al. (2000) find several results, and Bellman et al. (2004) find
relationships between cultural values and particular subscales of the overall
concern for privacy.

The studies differ in several ways. The Milberg et al. studies sample infor-
mation system experts and financial auditors, whereas Bellman et al. sample
consumers. Milberg et al. (1995) use simple statistical tests, Milberg et al.
(2000) use partial least squares, and Bellman et al. use multivariate analysis
of variance and mediation tests. An underlying issue here is to decide what
is the underlying structural model?

One possible structure is shown in Fig.4.4. In this model, the most
straightforward path is that cultural values influence concern for privacy,
which in turn influences desire for regulation, which in turn influences reg-
ulatory structure. However, cultural values might also have a direct impact
on desire for regulation, which also influences regulatory structure, so con-
cern for privacy might not play a role in determining regulatory structure.
In addition, regulatory structure can influence concern for privacy as well
as the desire for regulation. So there is also reverse causality in the model.
Unraveling these relationships would be difficult but important. In addition,
Bellman et al. show that consumers’ Internet experience is associated with
lower privacy concerns. Perhaps “Database Marketing Experience” should be
added to the framework.

Concern

for Privacy
Country Cultural Regulatory
Values v Structure
Desire for

Regulation

Fig. 4.4 Potential framework for analyzing country differences in concern for privacy and
regulatory structure.
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4.3 Current Practices Regarding Privacy

4.3.1 Privacy Policies

Companies — especially those selling through the Internet and catalogs —
have adopted official privacy policies that they make available to consumers,
typically on web-sites. There are three key components of these policies:

o Opt-in vs. Opt-out: “Opt-in” means that the customer has the opportunity
proactively to agree to various uses of their data, where the “null” is that
the data will not be used. Opt-out means that the customer can proactively
assert that their data are not to be used, where the “null” is that the data
will be used.

o Internal vs. third-party usage: Companies may use the data only for their
own marketing efforts, or they may “partner” with other companies. They
may sell the data to another company, e.g., a magazine may sell its sub-
scription list to direct marketers, or the company might serve as an in-
termediary for transmitting offers to customers. For example, a cell-phone
company might partner with an electronics company and offer a certain
subset of its customers a deal on a DVD player.

o (Customer characteristic versus purchase history data: Some companies
only collect customer characteristic data such as age, gender, etc. Others,
in fact most, also collect purchase history data.

These components suggest a taxonomy for privacy policies. For example, a
company might be opt-in/only for internal use, for customer characteristic
data, and opt-out/third-party use, for purchase history data. To gauge the
prevalence of the various policies, we analyzed the privacy policies of the
top 50 catalogers ranked by Catalog Age (2003). We visited each company
website, read its privacy statement, and classified the policy accordingly.? The
results are in Fig.4.5. It was often difficult to interpret the various policies
(this is an issue itself) and so these results should be taken as exploratory.
However, the figure suggests some interesting findings:

e Opt-out is more prevalent than Opt-in. This is interesting, but begs the
question of why opt-out is more popular. One hypothesis is that con-
sumers make the choice that requires the least effort (see Bellman et al.
and Sect. 4.4.3).

e Both personal characteristic and purchase history data are collected. This
was sometimes difficult to gauge, especially regarding purchase history, and
we classified nine companies as “don’t say” regarding their use of purchase
history data. But it appears that companies do inform customers that they
are collecting both personal characteristic and purchase history data.

2 The authors expressly thank Carmen-Maria Navarro for invaluable research assistance

in this endeavor.
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Fig. 4.5 Privacy statement practices among top 50 catalog companies in 2003.

e While opt-out is the most popular policy, there are a surprising number of
instances where customers are simply informed of how the data are used
and nothing stated about opting in or out.

Again, these results are exploratory, but they suggest a number of issues
for further investigation in company use of privacy statements. First is
that indeed, privacy statements are commonly made public but they are
non-standardized and often difficult to interpret (see also Martin et al.
2000).

Second, companies seem to prefer opt-out. However, it isn’t clear that
this is the optimal policy. Since many customers do not read the privacy
statements, they may not realize that their data is going to be used, possibly
by third parties as well as the collecting firm. When they receive various offers
that they then feel are an invasion of privacy, this only exacerbates the privacy
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problem and lowers response. It might be that if companies publicized their
privacy statements better and utilized opt-in, privacy fears would be allayed
and companies would be left with a highly responsive group. Opt-in might
provide the first node in a decision tree predictive model in that those who
do not op-in probably are less responsive.

Third, what is the optimum combination of policies for own versus
third-party use, and for personal characteristics versus purchase history?
Chen et al. (2001) use a game-theoretic analysis to show it may be of interest
for a firm to sell its customer information to another firm (see Sect. 4.4.7). An-
other consideration in sharing information is whether to identify the partner
with whom the information is shared. If that firm is prestigious, the customer
may be more satisfied with the firm’s sharing data with third parties and view
it as an opportunity to form relationships with prestigious firms.

Fourth, exactly what it means to use or share data needs to be explained
thoroughly to the customer. In the experience of the authors, a company
would rarely provide their customers’ complete purchase history data to a
third party together with names and addresses. Instead, a third party might
make a request, e.g., “extend this offer to customers who’ve bought a high
definition television set over the last year”. Serving as a conduit rather than
actually giving the data to the third party might be perceived as less in-
vasive by customers. In short, the black box of what it means to share
customer information with third parties perhaps should be opened up for
consumers.

4.3.2 Collecting Data

The manner in which companies collect data can increase privacy concerns.
For example, companies often compile purchase histories directly from trans-
actions. This is a seamless, unobtrusive way of collecting data. Internet com-
panies, however, may want to collect data on customer search behavior. For
this, they use cookies, thus potentially alarming the customer that their pri-
vacy is being invaded. Bricks-and-mortar stores have an even more chal-
lenging situation. It is often very difficult for them to “match-back” store
purchases to the company’s house file. Retailers therefore find themselves in-
stituting a loyalty program, primarily for the purpose of collecting customer
data! Registration for the card usually requires the customer to answer a few
questions, at a minimum name and address, so it is easy to track customers
who use their loyalty card.

Data on personal characteristics are collected in various ways: (1) upon
registration at a web site or for a loyalty card, (2) from “complilers” such as
Equifax, that collect as much publicly available information as possible on
millions of individuals, (3) from purchasing lists (e.g., a company can pur-
chase a list subscribers to a particular magazine), and (4) from data sharing
(Stone and Condron 2002) and cooperative exchanges.
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A well-known exchange forum in the catalog industry is run by Abacus.
Companies contribute names to a database (perhaps with additional infor-
mation such as whether the person has purchased in the last X months) and
in turn withdraw names from the pool. Companies can specify certain com-
petitors that cannot be allowed access to their names. In addition, sometimes
companies exchange names directly. For example, company A and company
B may provide each other access to 100,000 customers on their “12-month
buyer” list. These exchanges can be a crucial way that companies acquire
customers, and acquisition efforts arguably lower prices for the sought-after
customers. In addition, the availability of list exchanges lowers the costs of
customer acquisition, further driving down prices.

But should customers be informed of this practice? If informed, would
so many customers opt out that this would cease to become a productive
way of acquiring customers, driving up price? Chen et al. (2001) also would
argue that information exchange could increase prices because it cushions
price competition. How would customers react to this theory in terms of
their attitudes toward sharing data?

4.3.3 The Legal Environment

A host of legislation has been enacted in the USA, Europe, and the rest
of the world as well. Europe is known for its 1995 “Directive on Data
Privacy,” (http://europa.eu.int/eurlex/lex/Notice.do?val = 307229:cs&lang
= en&list = 307229:cs,&pos = 1&page = 1&nbl = 1&pgs = 10&checktexte =
checkbox&visu = #texte), which places the burden on organizations to seek
permission before using personal information for any purpose (Turner and
Dasgupta 2003). Specific provisions include:

e Data must be “collected for specified, explicit and legitimate purposes.”

e The consumer (“data subject”) must be told “the purposes of the process-
ing for which the data are intended.”

e “Personal data may be processed only if the data subject has unambigu-
ously given his consent.”

e The consumer must be informed of the “right of access to and the right to
rectify the data concerning him...to guarantee fair processing in respect
of the data subject.”

e The company “controller” of the data must notify a “supervisory author-
ity,” a public authority for the correct administration of the law, “before
carrying out . ..automatic processing...” of data.

e Data transfer to another country can take place only if “the third country
in question ensures an adequate level of protection.”

The directive pursues a full disclosure policy — the consumer will know what
data are being processed for what purposes, will have access to the data, and
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can consent or not consent to particular analyses of the data. In addition,
the directive sets up a public official to administer the law, and requires
companies to report to this official.

The dictum that data transfer can take place only to a country that has
an “adequate” level of protection raised concerns among US companies, since
the USA does not offer as much protection as the European Directive. As a
result, customer lists that flow freely within the USA might not flow from
Europe to the USA. This would hamper direct marketing efforts of US compa-
nies in Kurope, for example, US credit card companies seeking to acquire new
customers. In 2000, negotiators created a “Safe Harbor” agreement, whereby
American companies that ascribe to seven principles could do business with-
out fear of European sanctions (Harvey and Verska 2001; Carlson 2001).
Many American companies did not sign this agreement because it would still
require full notification of customers whenever their data are being processed
and for what purpose, and European customers could forbid specific analy-
ses. However, in 2001, Microsoft signed onto Safe Harbor (Lucas 2001) and
by 2005, 400 US companies had followed.

While the Safe Harbor system seems to be in place, as recently as
2005, the European Commission complained to the USA that its compa-
nies were not fully complying, and urged the US Department of Com-
merce to enforce the agreement fully (Swartz 2005). A complete de-
scription of the Safe Harbor agreement is available at http://www.
export.gov/safeharbor /safeharbordocuments.htm. While it is a relaxation of
the European Directive, it still has several strong requirements, including
that (1) companies notify European consumers about the purposes for which
it collects and uses their data, (2) if the company wishes to disclose data to
a third party, consumers must have the right to opt out of any disclosure
to a third party, or out of any use other than that originally notified, and
(3) also must have access to the personal information companies hold on
them (with the exception when the “expense of providing access would be
disproportionate to the risks to the individual’s privacy”).

Clearly this is a regulatory issue in flux. There are many questions that
will undoubtedly be resolved over the next few years. For example, if a cat-
aloger obtains a list from a European company (assuming the consumer has
consented), does the cataloger have to inform the consumer each time he or
she is included in a predictive model?!? What are reasonable costs of pro-
viding consumers access to their data? If one division of a company obtains
data, say the magazine division of AOL/Time Warner, would the magazine
division need permission from the consumer in order for AOL to use the
data? Finally, will the Safe Harbor agreement, or even its more highly reg-
ulatory European Directive parent, become law for transactions within the
USA?

In addition to the European Directive and Safe Harbor agreement,
there have been some specific laws passed in the USA pertaining to
data privacy. Following is a brief summary of four significant laws (see
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also Goldstein and Lee 2005; for a summary of additional laws, see
http://www.consumerprivacyguide.org/law/):

e The CAN-SPAM Act: This applies to commercial e-mail messages used for
direct marketing (Dixon 2005). It requires that firms accurately identify
the sender of the message, provide a clear mechanism for the customer
to opt-out, and make clear that the message is an advertisement or a
solicitation.

e Children’s Online Privacy Protection Act (COPPA): Protects the pri-
vacy of children with regard to the Internet (http://www. consumerpri-
vacyguide.org/law/). The law requires websites that cater to children 12
and under to inform parents as to their information practices and obtain
parent consent before collecting personal information from children. It also
allows parents to review and correct information the website might have
collected about their children.

e Gramm-Leach-Bliley Financial Modernization Act (GLB): Regulates the
sharing of customer information in the domain of financial products and
services (http://www.consumerprivacyguide.org/law/). It informs cus-
tomers about the privacy policies of financial companies, and gives cus-
tomers opt-out privileges over how financial companies share financial in-
formation.

e Health Insurance Portability and Accountability Act (HIPAA): The
HIPAA Act of 1996 and subsequent regulations govern patient medical in-
formation, covering three main areas: privacy (e.g., when patient consent is
needed to release medical records, when patients can access their records,
etc.), security (protecting the confidentiality of data in electronic networks
and transmissions, and transactions (standards for content and format of
medical information when shared between health insurers, providers, and
other health organizations) (Speers et al. 2004).

One can see elements of the European Directive incorporated in these laws.
For example, they emphasize clearly informing customers of privacy policies
(if not actual use of the data) and the right to opt-out and patient consent.

An additional regulatory step taken in the USA is the National
Do-Not-Call Registry (www.donotcall.gov). Citizens can sign up and as a
result cannot be called for many telemarketing purposes. There are some
obvious exceptions — calls that are for survey purposes, political campaigns,
and charities. In addition, the registry allows calls from companies with whom
the customer has an existing relationship. This would appear to favor large
companies, since they have more customers they could call. One might argue
this decreases competition. For example, if a customer has a cell-phone con-
tract with Verizon, Verizon can call him or her to cross-sell services or adjust
the contract. This in turn gives Verizon more monopoly power over the cus-
tomer, which enables higher prices. Whether this is in fact a consequence of
the do-not-call registry is of course conjecture, but it is an important consid-
eration and illustrates the potentially subtle economic impact of all privacy
regulations.
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4.4 Potential Solutions to Privacy Concerns

In this section, we review steps for addressing the privacy concerns listed in
Fig.4.1. Table4.1 shows which steps might address each concern. We also
discuss what the net effect of each step might be on the consequences of
privacy concerns.

4.4.1 Software Solutions

A number of software solutions have been proposed to ensure customer pri-
vacy. Software is available that allows companies to take into account cus-
tomer privacy preferences when marketing to their customers (Maselli et al.
2001). The software also allows sensitive data such as financial and credit in-
formation to be linked via a user ID but not to a specific name and address.
As a result, very few people in the company would be able to associate a
particular name with sensitive data. Software is also being developed to en-
able data mining of data owned by different organizations without the data
actually having to be shared (Kantarcioglu and Clifton 2004).

A host of software solutions have been developed specifically for the Web
and e-commerce (Turner and Dasgupta 2003). For example “anonymizers”
provide customers with the ability shield their computer’s IP address, or pro-
vide a new IP address each log in, so that the company cannot use cookies to
record the customer’s transactions. In fact, Hoffman et al. (1999) recommend
that companies allow customers to be anonymous or “pseudo-anonymous”,
although they still need to be addressable in order to conduct database mar-
keting. There are also tools the customer can use to block certain e-mails,
counter the placement of cookies, or the customer can simply delete cookies.

In summary, software can address privacy concerns pertaining to data
security, secretive data collection, third-party access, and fears of violation.
One possible benefit is that ethical dilemmas can be avoiding by distancing
managers from the data. For example, they would no longer have access to
personally identifiable information. To the extent that companies use software
to integrate customer privacy preferences with their marketing efforts, it can
also diminish junk mail and spam and the “none-of-your-business” attitude.
If customers interpret a company’s use of sophisticated privacy software as a
cue that the company cared about the customer, they might be more receptive
to its marketing efforts. While these benefits are uncertain, it is certain that
software and software maintenance is always expensive.

4.4.2 Regulation

Regulation can be thought of as a continuum from no regulation to self-
regulation to government regulation (Milberg et al. 1995).
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4.4.2.1 Government Regulation

Regulations such as the European Directive and the other initiatives discussed
in Sect. 4.3.3 can address many privacy concerns, including data security, se-
cretive data collection, junk mail and spam, third-party access, and none-of-
your-business attitudes. For example, the European Directive includes pro-
visions on third-party access and informing customers what data are being
collected. The CAN-SPAM Act curtails spam. The Gramm-Leach-Bliley Fi-
nancial Modernization Act (GLB) regulates sharing of financial information
among companies. The Do-Not-Call Registry alleviates concerns about un-
wanted telephone solicitations. Government regulation in the USA focuses
especially on the privacy of truly sensitive data, such as medical information
(HIPAA), financial data (GLB), and children’s information (COPPA).

Government regulation provides an easy “out” on ethical issues, e.g.,
“What we did was legal under the Such-and-Such Act.” However, govern-
ment regulation is costly in that it often includes compliance monitoring,
which can be expensive both for the government and for firms. Whether the
benefits of regulation result in higher sales and profits depends on how cus-
tomers interpret the regulations. If customers view regulations as addressing
their fears so they can do business with companies and not be concerned
about privacy, customers might be more receptive to firms’ marketing ef-
forts. The key unanswered question is, does government regulation increase
trust (Turner and Dasgupta 2003)?

4.4.2.2 Self-Regulation

Self-regulation often consists of standards set by an industry trade organiza-
tion and adhered to by its members. A prime example is the Direct Marketing
Association’s “Privacy Promise” (Direct Marketing Association 2007). This
contains four key provisions: (1) provide annual notice of the customer’s right
to opt out of third-party information exchanges, (2) honor customer requests
to opt out of these exchanges, (3) accept customer requests that they be
added to in-house “suppression” files — lists of customers that are not to be
contacted by the company, (4) use the DMA’s Mail Preference, e-Mail Pref-
erence, and Telephone Preference Service lists to weed out prospects who do
not wish to be contacted.

Another example of self-regulation is the Platform for Privacy Preferences
(P3P) initiative. P3P was developed and recommended for company adoption
by the World Wide Web Consortium (WC3) in 2002 (Computer and Internet
Lawyer 2002). P3P offers the capability for the Internet customer to access
the website’s privacy policy in a standard format and compare to his or her
own preferences (Matlis 2002; Grimm and Rossnagel 2000).

This type of self-regulation can allay the same customer fears that gov-
ernment regulation addresses. The problem however is whether customers
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perceive self-regulation to be as effective. For example, while all DMA mem-
ber companies sign a statement agreeing to the Privacy Promise as part of
their membership, identify a Privacy Promise contact person, and re-affirm
compliance each year, customers may be concerned about whether the DMA
monitors compliance. P3P has no compliance mechanism (Matlis 2002). As a
result, self-regulation is less costly, but its effectiveness depends on whether
customers are aware of it and believe it works.

4.4.3 Permassion Marketing

Permission marketing (also called “permission-based marketing”) refers to
obtaining the customer’s consent before initiating database marketing efforts
(see Peppers and Rogers 2004b). The main benefit of permission marketing
is to make clear the exchange proposition: the company wants to collect data
on the customer and in return will use the data to personalize products and
offers. Permission marketing should also address customer fears of secretive
data collection, junk mail and spam, third-party access, and feelings of none-
of-your-business and violation.

If permission marketing delivers on its promise, targeting can be more
efficient. First, the customers who do not want to participate in permission
marketing probably would be low responders anyway. Customers who directly
permit database marketing messages probably are more apt to respond to
them (Godin 1997). Second is that the customer presumably would allow the
collection of a lot of data. Permission marketing is also ethical in that the
customer has full information on the system, although it may increase costs
in terms of gaining and recording the permission. A key question is whether
sales and profits increase under permission marketing. To the extent that
targeting efficiency is higher, profitability in the sense of ROI should increase.
But whether absolute profits increase depends on how many customers agree
to participate. It is quite possible that under permission marketing, the firm
is left with a lucrative but small number of customers with whom it can
undertake database marketing.

A central issue of permission marketing is the format of soliciting cus-
tomers, i.e., how to “pop the question” of whether they wish to participate.
There are two basic considerations in posing this question: (1) the framing of
the request, which can be either positive “I wish to participate” or negative
“I wish not to participate”, and (2) the default action assumed, which can
be “yes,” “no”, or neither. For example, if the question is framed, “I wish to
participate” and a “yes” box is checked, the customer is participating unless
he or she opts-out by checking the “no” box. Opt-in can therefore be defined
as when the customer decides to participate either by default or by proac-
tively saying yes. Opt-out can be defined as when the customer decides not
to participate, either by default or by proactively saying no.
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Bellman et al. (2001) investigated the premise that customers would re-
spond in the direction that required the least effort, following the path of
least resistance. They examined two factors in a controlled experiment: (1)
positive versus negative framing of the solicitation (“I want to participate”
versus “I do not want to participate”) and (2) whether the default answer
indicated participation, no participation, or neither.

The authors conducted two experiments. The first was to investigate just
the framing. They asked 134 Internet users whether they wanted to receive
surveys about health issues. The question was framed in two ways: (1) the
statement “Notify me about more health surveys” appeared and the customer
had to proactively check a box in order to participate (opt-in presentation);
(2) the statement “Do not notify me about more health surveys” appeared
and the customer had to proactively check a box in order not to participate
(opt-out presentation). The authors found that 48.2% participated under the
opt-in format, while 96.3% participated under the opt-out format.

In the second experiment, Bellman et al. combined question framing with
default box-checking. There were two factors in the experiment: framing of
the question and action requirements in terms of box-checking. The framing
question was asked in two ways: “Notify me about future health surveys”
(positive framing) or “Do not notify me about future health surveys” (neg-
ative framing). The box checking could either be so that the null was to
participate, not participate, or neither (box not checked). So for example
the statement “Notify me about future health surveys” with the “yes” box
checked would be a positive frame with the default being opt-in.

The results, depicted in Fig. 4.6, showed that positive framing and the no-
action default increased participation rates. Figure4.6 shows that if the cus-
tomer saw the statement “Notify me about more health surveys” and the
“yes” box was checked rather than the “no” box, 89.2% would participate.
That is, only 11.8% would uncheck the “yes” box and check “no.” On the
other extreme, if the wording was negative, “Do not notify me about more
health surveys” and the “yes” box was checked, indicating the customer would
have to press “no” in order to opt-in, only 44.2% opted in.

Bellman et al.’s work is important because it shows the format of how
customers are solicited for permission marketing is crucial for how many
customers sign up. Wording the question in a positive way (“I want to par-
ticipate”) and having a yes box checked, can double participation rates over
wording the question in a negative way (“I don’t want to participate”) and
having a yes box checked for that. Interestingly, with a positive frame, the
default checking of the “yes” box does not seem crucial. As Fig.4.6 shows,
wording the question positively yields 88.5% participation even if no box is
checked, whereas asking the same question and checking the “yes” box as a
default adds only slightly, yielding a participation rate of 89.2%.

A crucial next question is whether “manipulating” the customer into par-
ticipating influences further response to the direct marketing offers to fol-
low. That is, perhaps positive wording with a yes default yields the most
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Fig. 4.6 Customer decisions to participate in permission marketing as a function of fram-
ing and default action. (a) Positive frame means the solicitation was worded “Notify me
about more health surveys”; negative frame means the solicitation was worded “Do NOT
notify me about more health surveys. (b) “No is default” means the box was checked that
would indicate not to participate. “Yes is default” means the box was checked that would
indicate participate. “Neither” means that neither box was checked (From Bellman et al.
2001).

customers, but many customers were essentially defaulted into participation,
and they won’t respond well to future direct marketing efforts. Whereas
the customers who saw a negative wording with a default indicating non-
participation had to take action in order to participate, and hence might be
better responders further down the line. This is an important area for future
investigation.

Another aspect of permission marketing is the need for companies to ed-
ucate the customer — to spell out exactly what CRM is, and why the trade
of privacy for database marketing is worth it. Customers seem to accept
that financial institutions such as banks need to know their credit history.
The view is that free flow of information lowers risk and keeps interest rates
down. As a result, it helps the economy. The same argument needs to be
made regarding other products — the free flow of information helps compa-
nies keep their marketing costs down, tailor appropriate services, and target
price discounts. Customers need to “buy into” this notion and be willing to
provide the data to make it happen — on a permission basis. In summary, in
order for permission marketing to be profitable, it needs to be marketed to
the customer.

4.4.4 Customer Data Ownership

The aim of customer data ownership is to grant the customer control of his or
her data. There are two ways this can be done. First is to provide customers
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with access to their data and the right to change it (Zwick and Dholakia
2004). Cespedes and Smith (1993) early-on recommended consumer access to
and control over their information. Zwick and Dholakia mention Amazon.com
as a case in point, where customers can learn the reasons for recommenda-
tions Amazon makes, and update or add to their preference data in order
to improve the quality of these recommendations. This essentially makes the
customer an active participant in the estimation of predictive models-the
data provided by the customer increase the accuracy of the recommendation
engine used by Amazon. So this form of customer data ownership should
result in higher response rates.

Another form of customer data ownership is to let customers house their
data on their computers. Watson (2004) envisions a system of “Customer-
Managed Interactions” (CMI) whereby customer compile their own data on
preferences and behaviors regarding various product categories. They then
submit their data to companies and ask for tailored offers. For example,
the customer might maintain a database on his or her travel history, vaca-
tion preferences, etc. When it comes time to take a vacation, the customer
sends the data to various travel agencies who then compile a product rec-
ommendation and offer for the customer. Essentially, this system brings the
“request-for-proposal” (RFP) system used in government and B2B sectors to
the realm of database marketing.

Data ownership addresses several concerns related to privacy. It ad-
dresses data security, secretive data collection, and none-of-your-business
and violation attitudes. In addition, it makes the nature of the exchange-
information for better service and more appropriate offers-more clear. One
concern is that providing customers with ownership of their data can
be costly. As with permission marketing, the question of whether it in-
creases sales and profits depends on how many customers want to partic-
ipate. It does appear to address the ethical concerns with database mar-
keting, because customers know exactly what data are being housed in the
company.

4.4.5 Focus on Trust

Bart et al. (2005) as well as other work discussed in Sect. 4.2 identify the
intermingling of trust and privacy. How exactly to combine trust and pri-
vacy in a database marketing context is a fertile area for future research
(e.g., see Peppers and Rogers 2005a). Trust addresses concerns about junk
mail and spam, third-party access, data security, and fears of violation. How-
ever, its main promise is to define the DBM exchange equation — the cus-
tomer trusts that by providing the company with better data, he or she
will be better served. The result, as indicated by Bart et al.’s work, is
higher sales levels. Customers who trust companies tend to buy more from
them.
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Cespedes and Smith (1993) suggest a three-faceted approach to engen-
dering trust: (1) obtain clear and informed consent regarding the use of a
customer’s data, (2) acknowledge corporate responsibility for information ac-
curacy and allow customers to access and edit their data, and (3) categorize
customers based on behaviors rather than personal characteristics. The third
recommendation is particularly interesting. Customers will perceive as fair a
system that provides heavy users with special offers, but less likely to believe
a system is fair if it provides customers of certain income groups with spe-
cial offers. Perhaps the key theme of Cespedes and Smith is transparency —
transparency in how the data are used, what data are collected, and access
to the data.

Bart et al’s (2005) rating scales for privacy involve transparency, re-
flected in phrases such as “easy to understand” and “clearly explains.” The
fact that this measure links so strongly to trust shows that transparency
is crucial for establishing trust. Our review in Sect.4.3.1 suggests current
practice entails vaguely worded privacy policies. One possibility would be
for companies to adopt a standard format for stating policies that makes
clear where the company stands on the three crucial issues: what data are
collected, do third parties have access to the data, and can the customer
opt-out.

Additional recommendations for engendering trust include: make it part
of the corporate culture; engender the attitude among the entire company
that they need to do all that’s possible, not merely all that is required,
to ensure customer privacy (Peppers and Rogers 2005b); and publicize
customer trust ratings obtained via surveys — e.g., a recent survey found
eBay, P&G, Amazon, and HP among the most trusted companies (McClure
2004).

4.4.6 Top Management Support

The European Directive requires companies to create top management posi-
tions and empower the occupiers of these positions to ensure privacy within
their company. It appears that more and more US companies are creating the
position of Chief Privacy Officer (Clampet 2005b). For example, the CPO at
Pfizer is needed simply to deal with the regulatory environment created by
HIPAA (Corr 2004).

Top management support potentially can address all privacy concerns,
because top management can enhance the implementation of software, com-
pliance with government and self-regulation, permission marketing, data
ownership, and taking the steps to engender trust. Milberg et al. (2000)
measure “corporate privacy management environment” using a number of
items, including “how important to the senior management of your or-
ganization is information privacy?” They find that the corporate privacy
management environment is negatively associated with whether managers
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perceive privacy problems within the company. So at least company
executives believe that top management support decreases privacy con-
cerns. However, further research is needed to see whether customers see this
link.

While the above suggests that top management support can address con-
cerns, it is costly in that it increases personnel costs, and raises concerns about
organizational bureaucracy. It hopefully would help resolve ethical dilemmas,
because the CPO could make these issues more salient and more openly dis-
cussed within the company.

4.4.7 Privacy as Profit Maximization

One view is that the customer database is a competitive advantage for many
companies, because it teaches them things about customers that no other
companies know, and hence enables them to serve them better. It therefore
behooves companies to protect this core competence by not sharing informa-
tion.

Chen et al. (2001) present a more nuanced viewpoint, that a moderate
level of sharing customer data may be a profitable equilibrium in a compet-
itive environment. Chen et al. examine the case where companies vary in
their abilities to target customers. Chen et al. express this as knowing brand
preference and willingness to pay — their theory is about targeting in terms
of price. But the general point is that an important industry capability is
how much different companies know about different customers. A main find-
ing of Chen et al. is that industry profits are maximized when targeting is
imperfect, i.e., when companies do not know the preferences of all customers.
Chen et al. show that when companies do not know much about customers,
they should share information to increase profits. But at a certain point this
becomes self-defeating because extensively shared customer information pro-
motes price competition (see Fig.4.2, p. 31 of Chen et al.).

In summary, Chen et al. alleviate the fear that firms will share infor-
mation without bounds. However, they would advocate a balanced sharing
of information because “when the achievable targetability in an industry is
low, it is important to share customer information. However, it behooves
firms in an industry to develop self-regulations at an early stage to pro-
tect customer privacy so as to ensure win-win competition in the industry”
(pp. 36-37).

Another viewpoint of privacy as profit maximization is that privacy is a
company attribute and rating higher on that attribute increases sales and loy-
alty. In the words of Peter Cullen, CPO of Royal Bank, quoted in Thibodeau
(2002), privacy “is one of the key drivers of a customer’s level of commitment
and has a significant contribution to overall demand,” and “plays a measur-
able part in how customers decide [to] purchase products and services from
us. It brings us more share of the customer’s wallet.”
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4.5 Summary and Avenues for Research

In this chapter we have reviewed the nature of the privacy “problem,” the
consumer perspective on privacy, current industry practices, and potential
solutions to the problem. Some of our major conclusions are:

Privacy is multi-dimensional. It ranges from customer feelings of violation
to inequitable exchange to a reluctance to have their data transmitted
to third parties. The implication is that any measurement of consumer
perceptions of privacy needs to be multi-dimensional, and any solutions to
privacy concerns must address several dimensions (see Table4.1).
Negative consumer attitudes toward privacy appear to decrease sales. The
evidence comes from three studies: George (2002) found that privacy at-
titudes influenced Internet purchase intent, Verhoef et al. (2007) found
that privacy attitudes decreased use of the Internet as a sales channel,
and Bart et al. (2005) found that privacy concerns lead to lower trust and
lower trust in turn leads to lower sales.

Companies communicate their privacy policies. This communication takes
place at least on the web, and policies vary in terms of opt-in/opt-out/no
option for data collection, the type of data collected, and whether the data
is shared with third parties. The statements are often difficult to interpret
although there seems to be a clear tendency for opt-out rather than opt-in,
and providing no option at all is more common than opt-in.

There is an active market for sharing customer data. This occurs through
the direct sale of lists, customer list exchanges, and third party collectors
of customer data. Customer concerns regarding the sharing of data are
well-founded.

There s a growing requlatory environment with respect to privacy.
FEurope has taken the lead in adopting a strict, highly protective pol-
icy, and American companies have scrambled to comply with it. The USA
is less regulated, but there are specific laws with regard to children, the
financial industry, the health care industry, and e-mail marketing. The
indications are that more laws will be forthcoming.

There are several potential ways to address customer privacy concerns.
Including software solutions, government and self-regulation, permission
marketing, customer data ownership, focus on trust, top management sup-
port, and privacy as a profit-maximizing strategy. These solutions collec-
tively can address all customer privacy concerns. They hence offer ways to
improve sales levels and ensure efficient targeting, in an ethical way.

The chapter suggests several areas for further research:

Which privacy dimensions are most crucial? How does this vary by indus-
try and customer? Are there customer segments?

More evidence on how privacy concerns detract from commerce: We do
have some evidence summarized above that suggests privacy concerns
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decrease economic activity, but we need new studies especially with re-
gard to the Internet.

o What is the impact of regulation? Is regulation a friend or foe of database
marketing? Which is more effective, government or self-regulation, and
under what conditions? A fascinating question is whether the do-not-call
registry has provided advantages to large firms with large customer bases.

o What would be the impact of a more transparent information environment
for the customer? If customers knew exactly what data were collected, ex-
actly how they were used, and what decisions were made as a result, would
this enhance participation in database marketing or cause too many cus-
tomers to opt out? This is a crucial issue because probably the underlying
fear of many CRM executives is that complete transparency, coupled with
opt-in, would result in very little opt-in.

e Does customer experience with database marketing diminish or enhance
concerns for information privacy? This is a very important issue because if
experience diminishes concern, the privacy issue might possibly melt away
over time. This issue has been studied with respect to the Internet. The
evidence seems to be that experience diminishes concerns (George 2002;
Bellman et al. 2004). However, this issue warrants deeper investigation.

e What is the effectiveness of the various solutions proposed for address-
ing privacy? Are some of the customer data ownership proposals feasi-
ble? What would be their impact? Is permission marketing the ultimate
solution? That is, make it clear what companies want to do, market or
communicate the value of what they want to do, and see who signs up?
How effective would this strategy be?

In conclusion, privacy is an issue in flux and difficult to research, but it gets
at the core of whether the database marketing premise of exchange — data
and some loss in privacy for better products/services/offers — is viable as a
long-term business model.
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Chapter 5

Customer Lifetime Value:
Fundamentals

Abstract Customer lifetime value (LTV) is one of the cornerstones of data-
base marketing. It is the metric by which we quantify the customer’s long-
term value to the firm. This chapter focuses on the fundamental methods
for calculating lifetime value, centering on “simple retention models” and
“migration models.” We present a general approach to calculating LTV us-
ing these models, and illustrate with specific examples. We also discuss the
particular case of calculating LTV when customer attrition is unobserved.

5.1 Introduction

Marketing needs to develop key metrics if it wants to become more relevant
to top management. The commonly used marketing metrics are sales and
market share but these measures are “dated”. They are aggregate “30,000
feet” measures and do not provide the level of insight modern executives need
to manage their businesses. This chapter focuses on a relatively new metric:
lifetime value of a customer (LTV).

LTV has two main applications: (1) to diagnose the health of a business and
(2) to assist in making tactical decisions. LTV provides a longer-run economic
view of the customer and generates diagnostics based on the parameters that
determine it: retention rates, sales per customer, and costs. LTV, linked with
customer acquisition rates and expenditures, quantifies the long-term prof-
itability of the firm. A firm cannot reduce customer acquisition investment
without a warning signal going off: the number of newly acquired customers
multiplied by their LTV would decline, indicating a long-term decline in total
company profit.

LTV’s tactical applications include determining how much a firm can in-
vest to acquire customers and deciding how much service to offer a given cus-
tomer. For example, a bank might decide that high-LTV customers should
receive better services (e.g., a personal representative and no service fees for
bank checking accounts).

105
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This chapter covers the fundamentals of calculating LTV. Chapter 6 covers
challenging issues in computing LTV and Chapter 7 provides LTV applica-
tions.

5.1.1 Definition of Lifetime Value of a Customer

The definition we will use for the lifetime value of a customer (LTV) is:

The net present value of the profits linked to a specific customer once the customer has been
acquired, after subtracting incremental costs associated with marketing, selling, production
and servicing over the customer’s lifetime.

There are a number of important issues implied in this definition. The firm
needs to: (1) forecast future sales of a customer; (2) compute incremental
costs per customer; and (3) determine the relevant discount rate to use in the
present value calculation. Note also that we do not include acquisition costs
as part of lifetime value. However, we often display customer acquisition
cost alongside customer LTV. In this way, we gain insight on whether an
unprofitable customer (for whom LTV minus acquisition cost is negative) is
due to high acquisition cost or low LTV. Formally, we refer to LTV minus
acquisition cost as “Customer Equity” (Blattberg et al. 2001).

5.1.2 A Simple Example of Calculating
Customer Lifetime Value

Assume a firm spends $2.00 for mailing and printing a catalog which is sent
to 1,000,000 prospects. The response rate to the mailing is 1%. Prospects
who become customers spend $200 per year as long as they are still active
customers. A customer has a probability of “attriting” (“churning”)! each
year of 20%. If a customer attrites, he or she ceases to be a customer and never
returns. The firm also spends $20 per year in marketing (catalogs and service)
to each active customer. The firm has a gross margin of 50% and uses a
discount rate of 15%.

Table 5.1a shows the computations for the LTV of the customer just de-
scribed along with the average acquisition cost per customer. We see that
the acquisition cost is less than the LTV and so the firm should invest in
acquiring this customer.

This example highlights some of the critical information required to com-
pute LTV. Table 5.2 summarizes these issues and where they are covered.

1 Throughout this chapter and book we will use attrite and churn interchangeably.
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Table 5.1 Lifetime value and acquisition cost calculations: A simple example

Table 5.1a Lifetime value

Parameters
Retention rate 80%
Revenues if still a customer $200
Profit margin 50%
Gross profit if still a customer $100
Marketing cost if still a customer $20
Net annual profit if still a customer $80
Discount rate 15%
Year Survival Expected Discount Net
rate® profit multiplier® discounted
profit

1 1.000 $80 1.000 $80

2 0.800 $64 0.870 $56

3 0.640 $51 0.756 $39

4 0.512 $41 0.658 $27

5 0.410 $33 0.572 $19

6 0.328 $26 0.497 $13

7 0.262 $21 0.432 $9

8 0.210 $17 0.376 $6

9 0.168 $13 0.327 $4
10 0.134 $11 0.284 $3

LTV = Total net discounted profit = $256

2The survival rate is the probability the customer is still a customer in a given year. In
this case the survival rate in year ¢ is 0.8 —1. This is because the customer has a 0.2
probability of attriting each year; hence a retention rate of 0.8, and we assume the

retention rate is constant over time.

PDiscount multiplier = 1/(1 4+ discount rate

Table 5.1b Acquisition cost

)(Year—l)

Mail cost per prospect
Number of prospect mailings

Total mail costs
Response rate

Number of customers acquired

Cost per acquired customer

$2
1,000,000
$2,000,000
1%

10,000

$200

Table 5.2 Information requirements for computing LTV

Parameter

Coverage

Retention rates
Unobserved attrition

Expected revenue per customer

Relevant costs

Appropriate discount rate

Section 3
Section 4
Section 5
Chapter 6
Chapter 6
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5.2 Mathematical Formulation of LTV

Lifetime value can be stated as:

<« BV
LTV = t; Tro)T (5.1)

where:

V; = a random variable representing the customer’s net profit contribution
during time t.
6 = the discount rate per time unit ¢.

Profit contribution over time is uncertain; therefore LTV is the expected
net present value of future profit contributions. The assumptions made in
quantifying these uncertain returns determine LTV. For simplicity we do not
include a customer subscript in Equation 5.1. Ideally, the calculation should
be made at the customer level, but data might not be available to estimate the
required parameters on a per customer basis. Therefore, LTV calculations are
often made for the “average” customer using average parameters. However,
calculating the LTV of a group of customers assuming an average retention
rate will technically not yield the correct average LTV. The reason is that the
mean of a function of a variable “X” does not equal the function evaluated
at the mean of X (i.e., E[f(X)] # f(F[X])). The correct way to calculate
the average LTV of a group of customers is to determine each customer’s
parameters (e.g., retention rate), use them to calculate each customer’s LTV,
and then average. For this reason, even if the firm only needed to compute
LTV at the segment level, it is preferable to compute individual LTV values
and then average at the segment level.

Larger discount factors result in future profit being less “important” to
the firm. Despite the importance of the discount factor in the calculation of
LTV, there is very little systematic work on what value to use. In practice,
one sees annual discount factors varying between 10% (§ = 0.10) and 20%
(6 = 0.20), usually with little justification. We cover this issue in depth in
Chapter 6.

E(V;) can be decomposed into revenues and costs. Specifically, V; = R,—C,
where R, is the revenue generated by the customer in period t and C includes
costs of goods, marketing and servicing. Little has been written about how
to compute relevant costs for LTV models. For example, one very important
issue is how to treat “fixed” versus “variable” costs. This topic will be covered
in Chapter 6. We assume future costs are known, but revenues are random, so
to compute expected lifetime value, we need to compute E (ét), expected rev-
enue. To do this, we multiply the probability the customer is retained through
period t (the survival rate in Table5.1a) times the expected revenue gener-
ated during the period, given the customer has survived. Formally, E(R;) =
P(Survive until period t) - E(Ry|Survive until period t) = S; - E(D;) where
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S is the probability the customer survives until period ¢, and D is a random
variable equal to the revenue the customer generates during period ¢, given
the customer survives until then.

Hazard models can be used to estimate Sy, and regression models can
be used to estimate E(bt) A significant challenge is to incorporate control
variables such as pricing and marketing contacts. We discuss these issues in
Chapters 6 and 28.

5.3 The Two Primary LTV Models: Simple
Retention and Migration

There are two primary models used to calculate LTV — simple retention and
migration (Dwyer 1989; Berger and Nasr 1998). Simple retention models as-
sume once the customer has attrited, the customer is lost to the company.
Table 5.1a assumes a simple retention model. Migration models acknowledge
that customers might migrate in and out of being a customer during the
normal course of their lifetimes. Simple retention models are more applicable
for industries such as financial services, B2B businesses, magazine subscrip-
tions, and pharmaceutical drugs. Migration models are more applicable for
industries such as retailing, catalogs, and consumer packaged goods.

5.3.1 Simple Retention Models

5.3.1.1 Calculating the Retention Rate by Direct Observation

As Table 5.1a illustrates, one of the most important parameters for the simple
retention model is the retention rate, the probability the customer remains
with the company, given the customer has not yet left the company. The
simplest way to calculate a retention rate is by direct observation. Using its
customer base for year 1, the firm can determine what percentage of these
customers remained with the company in year 2. The resulting retention rate
is often assumed to apply for all periods. The computation can be made
more detailed by segmenting customers based on how long they have been
customers or by various other demographic or behavioral variables.

The method just described is perhaps the most common way that retention
rates are calculated in the real world. The problem is that they assume re-
tention rates from the past will hold up in the future. They also provide little
flexibility to calculate the probability customer will still be with the firm 11/2
years from now, or to calculate customer-level retention rates. Overcoming
these deficiencies requires a model for which hazard models provide an ideal
approach (see Chapter 15 for more detailed discussion of hazard models).
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5.3.1.2 Using Hazard Models to Calculate LTV
for a Simple Retention Model

Hazard models are used to compute S¢, the probability that a customer is
still alive at (survived to) time ¢. Let T be a random variable representing
the time the customer attrites (dies) with probability density function f(¢).
The probability of attrition is P(T < t) = F(t), where F(¢) is the cumulative
distribution function: F(¢ fo x)dx. The probablhty that a customer

survives past time ¢ is St =P(T>t)=1- =[=f
The hazard function is also very useful. It is the probability the customer
attrites during the instantaneous period At given the customer has remained

with the firm up to period t. It is defined as h(t) = Sg; The hazard functions

can also be represented as h(t) = L log S(t). Thus for a given survival func-
tion, there is a one-to-one relationship with a corresponding hazard function.

To show how the survival function is used in LTV calculations, we will
begin with a very simple distribution for survival rates, the exponential dis-
tribution, where f(t) = Ae™**. The survival function for the exponential dis-

tribution is Sy = 1 — F(t) = e~** and the hazard function is h(t) = SEt; =\
This means that if the lifetime of the customer follows an exponential distri-
bution, the hazard is constant each period no matter how long the customer
survives.

To make matters simpler, we will use the discrete version of the exponential
distribution, the geometric distribution with parameter h. The hazard for the
geometric distribution in any discrete time period is A and is constant. Let
r = 1 — h which is the retention rate. The survival function for 7 periods
after the initial period is r7. The value of a customer up to period 7 is
Soro TN Ry —Cy)/(146)' ! where R, is revenue, 4 is the discount rate and
C; is cost in period t.

Table 5.3 shows the computation of expected profit for the geometric as-
suming a hazard rate h per period and a retention rate each period of

= 1 — h. The table also shows the survival rate. The expected profit in
each period is the survival rate times the discounted profit per period, which
we assume to be known and constant. This case, where we assume constant re-
tention rate and profit contribution, can be calculated using a simple formula:

1+0

(5.2)

where ¢§ is the discount rate, r is the retention rate, and R and C are the
assumed known revenues and costs per period.?

2 Assume revenues (R) and costs (C) are constant over time, and the discount factor is
0. Then

r(R—C) r2(R-C)
(1+0) (1+6)2

LTV = ;(d

=R-C)x(14+d+d?..)
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Fig. 5.1 Lifetime value as a function of retention rate — simple retention model.

Figure 5.1 shows the relationship between LTV and the retention rate us-
ing Equation 5.2. The relationship is convex and increases significantly as
retention rate approaches one. This is the reason many authors argue small
increases in the retention rates have a significant impact on LTV. What they
do not include is the cost of changing the retention rate. It may be very costly
to increase it from 0.90 to 0.95.

Other statistical distributions can be used to generate survival and hazard
functions. For example, if one believes that customers have declining haz-
ards, meaning that the longer the customers are with the firm, the lower the
probability of attrition, then a Weibull distribution with specific parameters
can be used. The Weibull distribution has a probability distribution function
(p.d.f) of:

F(#) = Xy(Ae)~tem A (5.3)

The survival and hazard functions for the Weibull are respectively:
S(t) = e~ M7 (5.4a)
h(t) = My(At)7t (5.4b)
The shape of the survival and hazard functions are determined by ~. If v < 1,
then the hazard function is decreasing over time, and if v > 1, then it is
increasing. If v = 1, the Weibull become the exponential distribution with
constant hazard A. Figure5.2 plots the hazard function for v = 0.7 and
v = 1.3 (with A = 0.3). The shape of the hazard is extremely useful for

database marketers because it tells the decision maker whether the risk of
customer attrition increases or decreases over time.

where d = ﬁ. Since r < 1 and (14 6) > 1, d < 1, we have an infinite geometric
series. The sum of this series is (R — C) X ﬁ =(R-C)x (1ij§fr)




5.3 The Two Primary LTV Models: Simple Retention and Migration 113

1.00

0.75

050 '\ M}

0.25 K

000 T T T T T 1
0 3 6 9 12 15

Hazard Rate

Time t

|+ Gamma=1.3 —#—Gamma=0.7

Fig. 5.2 Hazard function for Weibull with v = 0.7 and 1.3 (A = 0.3).

Researchers should try to explain the shape of the hazard function. For
example, a decreasing hazard function may be due to heterogeneity across
customers in their preference for the product and may not be due to changing
hazard rates. Alternatively, as the customers uses the product or service, he
or she increases preference or satisfaction or is locked in and that causes the
decreasing hazard.

One can always transform continuous into discrete distributions.? Table 5.4
shows the results for a Weibull distribution with 10 years of data with v = 0.7
and A = 0.3. It shows a different pattern than one sees for a constant hazard
rate model. For example in year 2 the retention rate increases to 0.81. In year
3 it is 0.84. The retention rate is the key statistic for computing LTV. By
multiplying the retention rates over time, we compute the implied survival
rate, i.e., the probability the customer is still active. Multiplying this times
the $100 sales per year yields expected sales per year.

Hazard models are a powerful tool for calculating lifetime value. They can
be used to calculate customer-specific LTV because they can be extended to
incorporate customer-level information such as demographics and marketing
variables (Chapter 15). They are flexible and can allow a constant or time-
varying retention rate. Hazard models can be estimated using commonly
available statistical packages. See Chapter 15, Seetharaman and Chintagunta
(2003), and Lawless (2003) for more details.

A key issue that affects the use of hazard models for LTV computations is
that we may not know when a customer attrites. For many non-subscription
businesses, the firm cannot determine if the customer attrites. For example,

3 Tt is often useful to use discrete distributions because continuous time distributions
frequently require numerical integration to compute LTV. It is easier to think of revenue
streams in discrete intervals as well.
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Table 5.4 Transforming a continuous hazard into a discrete hazard

Weibull parameters:
Gamma = 0.7
Lambda = 0.3
Sales per customer per year = $100

Time Survival True Estimated Estimated Estimated Expected
hazard hazard retention survival sales per
rate rate rate rate year

0.1 0.92 0.60 - - - -

1 0.65 0.30 0.34 0.66 0.66 $65.88
2 0.50 0.24 0.27 0.73 0.48 $48.27
3 0.39 0.22 0.23 0.77 0.37 $37.24
4 0.32 0.20 0.21 0.79 0.30 $29.55
5 0.26 0.19 0.19 0.81 0.24 $23.89
6 0.22 0.18 0.18 0.82 0.20 $19.58
7 0.19 0.17 0.17 0.83 0.16 $16.22
8 0.16 0.16 0.16 0.84 0.14 $13.56
9 0.13 0.16 0.16 0.84 0.11 $11.41

10 0.12 0.15 0.15 0.85 0.10 $9.67

11 0.10 0.15 0.15 0.85 0.08 $8.23

12 0.09 0.14 0.14 0.86 0.07 $7.04

13 0.07 0.14 0.14 0.86 0.06 $6.05

14 0.07 0.14 0.14 0.86 0.05 $5.21

Survival rates and Hazard rates are computed from Equations5.4a, b. The estimated
hazard is computed by taking the change in survival rate and dividing it by the average
survival rate for a given row and the row above it. This can then be compared to the
actual hazard rate computed from the model.

The estimated retention rate is simply 1 — hazard rate which is computed from the
estimated hazard rate. The estimated survival rate is the estimated retention rates
multiplied up to the given point in time for which the survival rate is computed.

The results show that the estimated hazard is very close to the actual hazard rate.

a catalog company does not know when a customer has attrited. If the time
of attrition is not known, hazard models cannot be estimated. Later we will
discuss ways to incorporate the “death” process to estimate the probability
of attriting (Sect. 5.4).

5.3.2 Migration Models

5.3.2.1 The Basic Customer Migration Model for Calculating LTV

The second common model for measuring LTV is the migration model, which
as we will see in the next section, models LTV as a Markov Chain. The term
migration model is used because the model allows customers to “migrate”
among different states. The most common way of defining states is in terms
of how recently the customer has bought from the company. This model
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acknowledges, in contrast to the simple retention model, that the customer
might not purchase from the firm each period, but can skip one or more
periods and still come back to purchase.

To operationalize this model, we define “recency state ;7”7 to mean that the
customer last bought from the company j periods ago. We assign customers
to recency states at the conclusion of each period. So if at the end of period
15 the customer is in recency state 2, that means the customer did not buy
in period 15 but bought in period 14. Recency state 1 would mean that the
customer bought in period 15. The key parameters that drive the migration
model are the “recency probabilities”*:

p; = Probability the customer purchases in the current period, given that the
customer last purchased j periods ago, i.e., that the customer is classified

in recency state j at the end of the previous period (NR > j > 1).5

The migration model reduces to the simple retention model if p; = 0 for
j > 1 because then if the customer is not retained, he or she cannot purchase
again. We assume the recency probabilities do not change over time, i.e., we
have no time subscript for p;. This assumption could be relaxed at the cost
of added complexity.

Table 5.5 illustrates the calculation of LTV using a migration model. We
have four recency states (NR = 4), labeled 1, 2, 3, and >4. The state “>4"
signifies that it has been four or more periods since the customer has pur-
chased. In Table5.5, this customer has no chance of purchasing again — in
Markov chain terminology, state >4 is an absorbing state. We have acquired
the customer in period 1. Therefore, the customer is classified in recency
state 1 at the end of period 1. The probability the customer purchases in
period 2 is p; = 0.5. With probability 1 — p; = 0.5, the customer does
not purchase and hence moves to recency state 2 at the end of period 2.
To compute the probability the customer purchases in period 3, we calcu-
late P(customer in state 1) x P(Purchase|state 1) + P(customer in state
2) x P(Purchaselstate 2) = 0.5 x 0.5 4+ 0.2 x 0.5 = 0.35. The general pat-
tern is that the customer moves to recency state 1 if he or she purchases
in that period, or slips one recency state if he or she does not. Note that
for the absorbing state >4, we assume there is no chance the customer will
purchase again so the customer stays in that state. So for period 5, the
probability the customer is in state >4 is P(Customer is in state >4 in pe-
riod 4) 4+ P(Customer does not purchase|Customer is in state 3 in period 4)
=0.360 + (1 —0.1) x 0.200 = 0.540.

4 Note we generally follow the general development of Berger and Nasr in this section.
See also also Dwyer (1989) and Calciu and Salerno (2002).

5 Technically there is no upper limit to how many periods ago the customer might have
purchased, but for computational purposes, we typically use an upper limit “NR”. NR =
“>5" means that any customer who has not purchased in the past 5 or more periods
would be classified in recency state >5.
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Table 5.5 Migration model calculation

Recency state (j)

ji= 1 2 3 >4 Delta = 0.1
pj = 0.5 0.2 0.1 0 Purchy Profit Expected Discounted
contribution profit expected
Period 1 2 3 >4 if purchase profit
1 1.000 0.000 0.000 0.000 1.000 $100 $100.00 $100.00
2 0.500 0.500 0.000 0.000 0.500 $100 $50.00 $45.45
3 0.350 0.250 0.400 0.000 0.350 $100 $35.00 $28.93
4 0.265 0.175 0.200 0.360 0.265 $100 $26.50 $19.91
5 0.188 0.133 0.140 0.540 0.188 $100 $18.75 $12.81
6 0.134 0.094 0.106 0.666 0.134 $100 $13.43 $8.34
7 0.096 0.067 0.075 0.761 0.096 $100 $9.65 $5.45
8 0.069 0.048 0.054 0.829 0.069 $100 $6.92 $3.55
9 0.050 0.035 0.039 0.877 0.050 $100 $4.96 $2.31
10 0.036 0.025 0.028 0.912 0.036 $100 $3.56 $1.51
11 0.026 0.018 0.020 0.937 0.026 $100 $2.55 $0.98
12 0.018 0.013 0.014 0.955 0.018 $100 $1.83 $0.64
13 0.013 0.009 0.010 0.968 0.013 $100 $1.31 $0.42
14 0.009 0.007 0.007 0.977 0.009 $100 $0.94 $0.27
15 0.007 0.005 0.005 0.983 0.007 $100 $0.68 $0.18

LTV = Total = $230.74
If extend calculation 100 periods, LTV = $231.08

p; = Probability customer buys in the current period, given the customer is in recency
state j at the end of the previous period, i.e., last purchased j periods ago.

Delta = Discount factor = §.

Purchy = Probability the customer buys in period t.

Table 5.5 shows that the sum of discounted expected profit after 15 periods
is $230.74. One can see because of the declining values in later periods that
this is close to the ultimate long-term LTV but not exact. Carrying out the
calculation for 100 periods yields an LTV of $231.08.

Figure 5.3 shows sensitivity analyses based on the example in Table5.5.
The figure shows a convex relationship between recency probabilities po and
p3 and LTV. These relationships could help a firm evaluate whether it would
be worthwhile to attempt to induce customers who had not bought in say
three periods to purchase this period.

Libai et al. (2002) describe a customer migration model for a European
retailer. The models they use place customers into segments. Segment mem-
bership is dynamic. The authors argue that one way to increase customer
equity is to increase the probability that a customer will move to a more
profitable segment. By identifying key differences between segments, the firm
can adjust the marketing and customer service mix for each segment. The
concepts described by Libai et al. have the potential to link marketing mix
actions to segment migration. The difficulty is creating the linkages. The au-
thors do not describe the exact modeling methods they use. This becomes
a research opportunity for academics and practitioners who have large cus-
tomer databases and can develop the relevant methodology.
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Fig. 5.3 Lifetime value as a function of recency purchase probabilities in a migration
model.

5.3.2.2 Generalizing the Migration Model Using
a Markov Chain Framework

Pfeifer and Carraway (2000) propose a Markov Chain framework that gen-
eralizes the calculations for the migration model. We use the same notation
for p; to signify the probability the customer purchases by the end of the
current period, given the customer is in recency state j at the end of the pre-
vious period. We also label the recency states Ri,Ra,...,Rxr. To simplify
the exposition, we assume as in Pfeifer and Carraway that there are three
possible (recency) states (NR = 3): bought last period (R;), bought two
periods ago (Rz), and bought three or more periods ago (Rs). The model
of customer migration can be represented as a Markov chain with a 3 x 3
transition probability matrix, P, as follows:

Period t +1

Ri Ro Rs
Ry |pp 1-p1 O
P =Periodt Ry [p2 0 1—py (5.5)
Rs |ps O 1—ps3

Each element of P represents the probability the customer migrates from
one state to another in a single period. Consider a customer in state R;. The
customer will or will not purchase in the current period with probabilities
p1 and 1 — p; respectively. If the customer purchases, he or she remains in
R;. If not, the customer moves to Ryp. The customer in state Ry will or will
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not, purchase at the current period with probabilities po and 1 — p,. Finally,
the customer in state Rz will or will not purchase at the current period with
probabilities p3 and 1 — p3. Some transitions have zero probability, such as Ry
to Re. If a customer is in recency state R, he or she will either not purchase
and go to recency state R3 or purchase and go to R; but cannot stay in Rs.

Because of the property of the Markov Chain, we can easily calculate a
t-step (t periods from now) transition matrix; that is, the matrix of proba-
bilities of moving from one state to another after ¢ periods. It is simply the
matrix product of ¢ one-step transition matrices, Pt. The (i, j)th element
of the matrix P? is the probability that the customer who begins at the ith
state and will be at the jth state ¢t periods later.

Assume that the firm earns MC if a customer purchases, and the firm
spends M for a customer to repurchase. The profit vector G can be written as:

MC - M
G=|-M (5.6)
—M

The first row of G represents the profit contribution if the customer is in
state Ry (just purchased), the second row represents the profit contribution
if the customer is in state Ro (the customer did not purchase but the firm
spent M on marketing to the customer), etc. Let TI; = the profit after one
period. Then,

leC—M
H1 =PG= pQMC - M (57)
psMC — M

The vector of the expected profit is P2G after two periods, and PTG after T
periods. And the corresponding vector of the expected net present value that
considers the discount factor d per period is P1G/(1 + d) after one period,
P2G/(1+d)? after two periods, and PTG /(1+d)T after T periods. Therefore,
the vector of the total net present value from the period 0 to the period T is:

V=3 "[1+d)'PI'G (5.8)

t=0

Hence the vector of the total net present value for the infinite time horizon
becomes

Ve = lim VI =[I-(1+d)"'P]"'G (5.9)

T—o0
where I is the identity matrix. The vector in Equation5.9 is of particular
interest because each element represents the expected lifetime value of a
customer starting in state R1, Ro, etc. The first element of V*° is of partic-
ular interest — it is the long-term value of a customer who starts out in state
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R;. This is the LTV of a just-acquired customer, because a just-acquired
customer starts off in state Ry (just purchased). The second element of V° is
the net present value of a customer who we currently observe to be in state Ry
(purchased two periods ago). In this way, we see that the Markov framework
is a generalization of the migration model presented in the previous section.

To illustrate the connection between the “brute force” calculation in
Table5.5 and the matrix calculation, note the recency probabilities
in Table 5.5 imply the following:

5 .5 0 0
2 0 8 0

P= 1 0 0 9 (5.10)
0 0 0 1

The matrix P is 4 x 4 because we have four states. The payoff matrix is
simple:

$
$0
G = 30 (5.11)
$0
The customer contributes $100 if he or she purchases; else contributes $0, and
we are not considering any period-by-period marketing costs. To complete the
model, note that the discount rate in Table5.5 is 10%. From Equation 5.9,

we therefore have:
-1

1 0 0 0 5 5 0 0 $100
yeo_d]0 1 0 0f 1 2 0 8 0 $0
“Ylo 0o 1 0 1+01/l1 0 o0 9 $0
0 0 0 1 0 0 0 1 $0
[$231.08
$57.29
| $21.01 (5.12)
| 50

The first element of V*° is the LTV of the customer. So LTV of the customer
is $231.08, which is the number we obtain in Table 5.5 by extending the table
to 100 periods (r00).

As another example, assume a customer generates $40 marginal contribu-
tion (MC') whenever a purchase is made, and the firm mails to the customer
unless the customer lapse to state >4, in which case the firm knows the cus-
tomer will not purchase no matter what, so doesn’t bother to mail a catalog.
The mailing costs are $4. The firm’s discount rate is d = 0.2. The payoff
matrix, G, is then:

MC - M 36
-M —4
G= -M !

0 0
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Next suppose the transition matrix is defined as

3 7 0 0

2 0 8 0
P= 05 0 0 .9

0 0 0 1

This transition matrix implies that if the customer is state Rj, he or she
has a 0.3 chance of purchasing. If the customer is in state Rs, there is a 0.2
chance of a purchase but if the customer is in state R4, the customer is the
“absorbing” state “>4” and has no chance of purchasing.

Suppose we want to study the behavior of a new customer (in state R;)
to determine how likely the customer is to be in state R; after four purchase
occasions? We can multiply the transition matrix three times and see what
the purchase pattern will be. For the period after the first purchase, we see
that:

23 21 56 0
A0 14 0 .76
015 035 0 .95
0 0 0 1

P2 =

and after the 4th period,

0823 .0973 .1288 .6916
037 .0406 .056  .8664
.0070 .0080 .0084 .9766
0 0 0 1

Pt =

The matrix shows that a customer who began in state R; has a 0.0823 prob-
ability of being in Ry (having just made a purchase) 4 periods later.

Another question that can be answered using the method just described
is that we can examine the expected present value for each initial state after
4 periods, which is:

. $49.40
B PiG | $2.69 0
H = 7(1 a7 | (51.98) where PG =G
4 =0 0

The interpretation of the 3rd row element of I14 is that a customer beginning
in recency state 3 has a negative expected present value after 4 periods. The
firm should not mail individuals in this cell because the value is negative at
time O.

Pfeifer and Carraway show that the states do not have to be defined in
terms of recency. They can be defined in terms of recency plus frequency,
for example. In this case, Ry might represent a customer who just bought
and has bought once over the last year. Ro might represent a customer
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who just bought and has bought twice over the last year. If we have four
recency states, each with four frequency states, the transition matrix will
be a 16 x 16, but the same machinery as described in Equations5.6-5.9
would be applicable. Particularly interesting would be to experiment with
different marketing policies, which would change the values of the G vector.
Pfeifer and Carraway show how this might be done in the context of a catalog
manufacturer.

In summary Pfeifer and Carraway’s formulation of migration models as a
Markov chain is a valuable generalization. It provides a framework for ex-
tending the definition of customer states, and for experimenting with various
marketing policies. Their contribution is very practical and hence of value to
managers.

5.4 LTV Models that Include Unobserved
Customer Attrition

A series of LTV models have been developed that incorporate unobserved
attrition (Schmittlein et al. 1987; Fader et al. 2004, 2005). They derive results
such as the expected future number of remaining purchases or the customer’s
expected remaining lifetime with the firm, given the customer’s past purchase
history. These models therefore can be used to value customers in terms of
the future number of purchases, lifetime duration, or lifetime value.

A fundamental notion in these models is the concept of whether the
customer is “alive” or “dead.” Customer attrition (or churn) is an impor-
tant concern for many companies (Chapter 24). In contractual settings, such
as subscriptions in the telecom, magazine, or cable industries, it is easy to
determine when customers have attrited — they do not renew their contract.
However, in many industries the customer has no written contract with the
company so attrition is unobserved. For example, catalog companies are
known to keep sending catalogs to customers who have not purchased in
several years. Perhaps those customers have attrited (churned) and sending
them catalogs is a fruitless investment. This issue is of prime importance to
non-contractual businesses such as travel services, restaurants, retail, health
care providers, and catalogers.

Determining whether a customer is alive or dead would at first seem
trivial — if the customer has not bought in a long time, he or she has attrited.
However, what if the customer has an erratic, infrequent buying pattern?
Perhaps there is a hiatus in the customer’s purchase pattern (e.g., when a
customer is on vacation or has changed jobs) and again will buy from the
firm without any remedial action.

The models developed to date focus on four key phenomena:

e The number of purchases in a given time period.
e Heterogeneity in the parameters of the purchase rate model.
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e Customer lifetime, i.e., how long the customer is alive.
e Heterogeneity in the parameters governing the lifetime model.

Table 5.6 shows how these phenomena are modeled. There are three
main models developed to date. Schmittleim et al. (1987) (SCM) and
Fader et al. (2005) (FHL) model purchases as a Poisson process, whereas
Fader et al. (2004) (FHB) model it as a Bernouli process. SCM model cus-
tomer lifetime as an exponential distribution, whereas FHL and FHB model
it as a geometric process. We will concentrate our discussion on SCM and
FHL.
SCM’s propose the following:

o Purchase rate: While alive, each customer purchases according to a Poisson
process with parameter .

e Heterogeneity in purchase rate process: The parameter A is distributed
across customers according to a gamma distribution with parameters r
and o, so that the mean \ is r/a and the variance is r/a?.

e Lifetimes: Each customer’s lifetime follows an exponential distribution
with parameter p. p is the “death rate,” i.e., the mean of the lifetime
distribution is 1/p.

e Heterogeneity in lifetimes: The parameter p is gamma distributed across
customers with parameters s and (3, so that the mean p is s/8 and the
variance is s/32.

The most debatable assumptions are the Poisson purchase rates and exponen-
tial lifetimes. Both assumptions entail the memoryless property. For example
the number of purchases by an alive individual customer with known para-
meters purchasing in the next ¢ units of time is independent of how many
purchases he or she made in any previous period of time. The implied expo-
nential distribution between purchases (given the customer is alive) means
that the customer is most likely to make another purchase directly after
the previous purchase. This might hold in certain industries but not those
where purchasing builds up customer inventory and the customer does not
purchase again until the inventory is depleted. In addition, both the time
between purchases and customer lifetimes have the property that the mean
equals the variance, which is not intuitive and appears to be restrictive. The
exponential lifetime assumption implies that the modal customer behavior
is to leave the firm fairly soon after being acquired. This might be a good
assumption in some non-contractual settings.

SCM derive two important metrics: (1) the probability the customer is
alive and (2) the expected time a customer will purchase in a period of length
T*. SCM derive that for a customer who has made z purchases over T time
periods, with the last purchase being at time ¢, the probability the customer
is still alive can be expressed as®:

6 This assumes o > (3. The authors derive other formulas for other cases.
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where F is the Gaussian hypergeometric function” (Schmittlein et al. 1987,
p. 6) with four parameters related to the four parameters that govern the
model: a; =r4+2x+s, by =s+1,c1=r+z+s+1and (T) = g—;z. The
expected quantity purchased in a period of length T is:

. B+T\*!
B <ﬁ+2T>

Another important calculation is the expected remaining time that the cus-
tomer stays with the company, calculated at time ¢. SCM show that after
taking into account heterogeneity, the remaining lifetime for a customer (7)
follows a Pareto distribution:

S
s+x+s

P(Customer Alive) = {1 +

(r+z)(B+7T)
(a+T)(s—1)

E[X*|T*] = x P(Customer Alive)

(5.14)

s ﬁ s+1
F(rls, 8 :[} 5.15
7D =5 @ 1)
where s and 3 are the parameters of the gamma distribution of heterogeneity
in death rate p. The expected value of the Pareto distribution is

B
(s =1)

The authors point out that since the death rate and purchase rate are as-
sumed independent, purchases made up to time 7T have no impact on the
remaining time we expect the customer to live. However, if the customer is
active at time T, we do need to update the § parameter to 3+ T'. Therefore,
given the customer is still active at time 7', the remaining lifetime follows a
Pareto distribution with parameters 54T and s. So the expected remaining
lifetime for a customer with purchase history {z,¢,T} is:

(6+T)

E [remaining lifetime|z,t, T, o, t, 3, s]| = ~————P(customer alive)

(- 1)

Elr|s, p] = (5.16)

(5.17)

where P(customer alive) is calculated using Equation 5.13.
The above discussion centers on the “Paredo/NBD” model developed
by Schmittlein et al. More recently, this model has been extended by

7 See Fader et al. (2005) for a method to approximate the Gaussian hypergeometric
function.
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Fader et al. (2005) referred to as FHL. This extension retains the original
ideas of the Paredo/NBD model but is much easier to estimate. In fact, the
authors provide Excel spreadsheets for estimating the models.

FHL’s model is called the Beta Geometric/NBD, or BG/NBD model. It
models lifetime as a geometric distribution rather than an exponential dis-
tribution. The customer has a probability p of becoming inactive after any
transaction, so:

P(become inactive after j'" transaction) = p(1 — p)7~* (5.18)

The parameter p is analogous to the death rate p in the Pareto/NBD model,
and also is modeled to be heterogeneous across customers, following a beta
distribution. Fader et al. (2004) derive formulas for P(Alive) and E(Number
of purchases) analogous to those for the Pareto/NBD model.

FHL assume a consumer follows a Poisson process for purchasing. Hence
the interpurchase time is exponential. Specifically, let A equal the purchase
rate and ¢; be the time the customer purchases for the jth time. Then,

f(tj|tj,17 )\) = )\eiA(tjftjfl)tj > tj,1 Z 0 (519)

As stated earlier, the probability an individual becomes inactive after the
jth transaction is p(1 — p)?~! where p is the probability the customer be-
comes inactive immediately after the jth purchase. These two equations then
generate expressions of interest in computing LTV. The first is the expected
number of purchases in a period of length ¢ is:

1— —Apt
Bx (g = L= (5.20)
and the probability the customer is alive at time T is:
P(r>t)=e ! (5.21)

The critical parameters are A and p. The higher p is, the fewer purchases
and the less likely the customer is to be alive after ¢. This seems reason-
able since the probability of dying should determine the number of pur-
chases. In Equation 5.20 the limit as ¢ goes to infinity is 1/p which is the
expected number of purchases the customer will make over the long run.
The probability the customer is alive decreases in p, which is also intuitively
reasonable.

A potential problem is that as A increases, the expected number of pur-
chases increases because the numerator of Equation 5.20 increases. However,
the expected time the customer remains alive declines as A increases Equa-
tion5.21. If a customer has a higher purchase rate, then he or she will
have a lower probability of being alive at time 7. This follows from the
assumption that the customer has probability p of dying after each pur-
chase. FHL’s model implicitly assumes the more times the customer pur-
chases, the higher the probability the customer attrites. This is a questionable
assumption.
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Once FHL develop the individual customer model, they then study how
heterogeneity in the purchase rate and probability of dying change the results.
They use Gamma heterogeneity for A and Beta heterogeneity for p.

a” )\'rfl ef/\oc

f(Ar,a) = T for A >0 (5.22)

I'(«) is the gamma function evaluated at a.

1 =p)t

f(p|a,b): B(a b)

0<p<l1 (5.23)

where B(a, b) is the beta function which is equal to I'(a)T'(b)/T'(a + b).
The key expectations derived by FHL are:

BE(X(0)|r, aa,b) = 2701 {1(@‘;) 2F1(r,b;a+b1;< t )]

a—1 a—+t
(5.24)

where o F (o) is the Gaussian hypergeometric function. This is the expected
number of purchases for the whole customer base over time. Obviously, the
hypergeometric function makes it more difficult to understand the intuition
behind the results.

The other expectation of interest is the expected number of transactions for
an individual with a specific observed behavior characterized by the number
of purchases made, = (frequency), the last time a purchase was made ¢,
(recency) and the length of the interval, T'.

Let E(Y(t)|X = z,t:, T, 7, ,a,b) equal the expected number of transac-
tions for a time period of length t given the number of prior purchases, the
last observed purchase t, and the end of the interval T'. Then,

E(Y(t)‘X = 1:7 tx? T7 ,r7 a? a’? b) =

a x — «a r+z
E 0 - G8ER) A +e bt matbtr -1 (G5

a at+ T \It+x
1 +6>0b+a:71(a+tx)

(5.25)

While this expression appears to be complex, FHL argue that the Gausian
hypergeometric function can be approximated using Excel. FHL test their
model versus the Pareto/NBD and find it to be equivalent.

For a fixed future time interval, FHL’s model will provide an estimate of
LTV. They compute Equation5.25 for a customer who makes x purchases
with his or her last purchase at time t,, with the end of the base period
(period before computing future LTV) being T and the future period of
length ¢, what is the expected number of purchases. This times the expected
margin gives the undiscounted future LTV. To transform FHL (or SMC)
into an LTV calculation with discounting requires setting the model up with
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discrete time intervals and creating conditional probabilities of staying alive
(the hazard function) for their models.

To see how FHL’s model behaves as a function of its parameters, we will
provide a relatively simple version of their model by looking at one consumer
and avoiding the complexity added by studying heterogeneity. The three key
quantities that FHL (and SCM) provide and which are extremely useful in
LTV modeling are:

E[X (t)|A\, p] = the number of transactions in a period of length ¢,

P(r > t|A,p) = the probability the customer will be alive after period ¢, and

E[Y (t)|z,tz, T, A\, p] = the expected number of transactions in the period ¢
to T', for an individual with observed behavior X = z, t,, where t, is the
time of the last purchase in the interval [0, t].

From above, \ is the purchase rate per period and p is the probability the
customer attrites after a purchase. For the example, we will use several values
of the parameters and time periods to show how the above quantities change.
We will use the following formulas to compute the quantities described
above:

1 — et
E[X(t)|A, p] = E— (5.26a)
P(1 > t|]\,p) = e P! (5.26b)

E[Y(t”X = J),tw,T, )\717)

_p M=)t Ne M = pr (1 - p)tATe AT (5.260)
L()‘vp|X = xvtva) .

with
LA\ plX =a,t,,T)=(1 - p)w)\"”e*)‘T + 0z>0p(1 — p):’”*l)\we*’\tw (5.26d)

The above expressions are easily computed in Excel. We will start with the
expected number of purchases in given time interval ¢t. We will use two val-
ues of A and two values of p to contrast the expected number of purchases.
Table 5.7a provides the values. It shows, as should be obvious, as p (the death
probability) increases, the number of purchases decreases and as A increases;
so does the expected number of purchases. For a simple Poisson model with
A = 0.1, which represents .1 purchase per month and a time interval of 24
months, the expected number of purchases would be At = 2.4. For FHL,
we see that the expected number of purchases is 2.13 purchases for ¢t = 24
(24 months). As p increases, we see that the expected number of purchases
decreases. For p = 0.25 and A = 0.1, the expected value decreases to 1.8.
Thus, the larger the value of p, the more the model diverges from a Poisson
purchase rate model.

An interesting result is shown for the probability that a customer is alive
which is displayed in Table5.7b. It shows that as A, the purchase rate,
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Table 5.7 Calculating the expected number of purchases and the probability the customer
is alive (From Fader et al. 2005)

Death rate(p)

0.10 0.25

(a) Expected number of purchases over 24 periods (t = 24)

Purchase rate (\)
0.10 2.13 1.80
0.25 4.51 3.10

(b) Probability customer is alive after 24 periods

Purchase rate ()
0.10 0.787 0.549
0.25 0.549 0.223

(c) Expected number of purchases over 24 periods, given past
purchase history (t = 24,tx = 5,7 = 10,z = 3)

Purchase rate (\)
0.10 1.80 1.16
0.25 3.25 1.43

(d) Expected number of purchases over 24 periods, varying
recency (tz)(t =24,7 =10,2 = 3,p=0.1)

Purchase rate (\)

0.10 0.30
Recency (tx)
3 1.74 2.69
5 1.80 3.42
7 1.85 4.03
9 1.90 4.46

increases, the probability of being alive decreases for fixed p. As discussed
earlier, this is a counter-intuitive result.

Another result worth noting is the expected number of purchases in a
given time interval, 24 months, given past purchase behavior. This is shown
in Tableb5.7c. This quantity is different than the expected number of pur-
chases because it is conditional on the time of the last purchase. The table
shows that the longer since the last purchase, the customer is expected to
make fewer purchases. Intuitively, if a customer has a high purchase rate but
does not purchase in a fixed interval, the likelihood increases that the cus-
tomer has died. Hence, for a fixed number of purchases, x, the less recent
t:, the time of the last purchase is, the smaller the number of purchases.
This makes intuitive sense and is consistent with the findings from recency
modeling.

Table 5.7d shows that as A increases, the impact of ¢, is much greater. The
change in the expected number of purchases has much greater differences from
low to high values of .. Again this result makes intuitive sense.
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In conclusion, the computations from FHL’s model show that many of
their results are reasonable except for the assumption that each time a cus-
tomer makes a purchase, the probability of attriting is constant. This leads to
counter-intuitive results regarding the probability of attriting as a function
of the purchase rate. It may also lead to poor fits if their model is applied
at the individual level rather than at the aggregate level after allowing for
heterogeneity.

The next extension, due to Fader et al. (2004) (FHB) builds on the
BG/NBD modeling the process entirely in discrete time. The key change
is moving from a Poisson to a Bernoulli purchase process. In each period, the
customer has the probability, p, of purchasing. Periods are independent and
p is constant, analogous to the stationarity and independence assumptions of
the Poisson. In fact, a Bernoulli process becomes a Poisson process as we move
from discrete to continuous time. The parameter p is heterogeneous across
customers according to a Beta distribution. The death process for the cus-
tomer follows the same geometric distribution as FHL, but the unit is the time
period, not the transaction. So each time period, the customer has a proba-
bility ¢ of dying, and q is heterogeneous across customers according to a Beta
distribution. The authors call this model the beta-geometric/beta-binomial
(BG/BB) model. Again, they derive formulas for P(Alive) and E[Number of
Purchases] as in the other cases.

In summary, the stochastic models developed by SCM, FHL, and FHB
provide models of lifetime value when customer attrition is unobserved.
These models can be used to calculate customer lifetime value estimates
both on average (analogous to a simple retention model) and for individual
customers with purchase histories (particularly the number of purchases and
time of the last purchase). However, one needs to be careful when computing
it for individuals because the amount of data per individual may be very
small. The models are rich yet remarkably simple — Table 5.6 states all that
is needed to define each model — and with the extensions of Fader et al.
relatively easy to estimate.

There are two main areas for building on these models. The first is to
allow for inter-relationships between the purchase and death processes, and
especially between these processes and quantity purchased. Surely the para-
meters governing these processes should be correlated across customers. One
would assume for example that customers with high purchase rates would
have lower death rates.

The second extension is to incorporate marketing variables in these mod-
els. The parameters of the model could be made functions of marketing vari-
ables. This would require for example a hierarchical Bayesian framework, for
example:

p ~ Beta(a, 3) (5.27a)
o ~ Normal(y, o*) (5.27b)
w = f(marketing effort) (5.27¢)
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The real complexity would come in predicting individual-level response in
terms of purchase rates or P[Alive] as a function of marketing efforts. This
endeavor, however, would be well worth it because it would turn what now
is a ceteris paribus lifetime value model into a potential lifetime value model.

5.5 Estimating Revenues

The next major requirement in computing LTV is estimating revenues per
customer per period. There are many possible ways to make these estimates.

5.5.1 Constant Revenue per Period Model

One computes the average revenue per customer for all periods and then uses
this measure for revenue per customer per period. This is very easy to use
but very naive and likely to be unrealistic. It is often the case that revenue
increases over time.

5.5.2 Trend Models

One can calculate the trend in revenue per period per customer from the ini-
tial customer acquisition period to the end of the customer’s purchase series.
We might use segments or aggregate across customers. The trend model then
is used to capture the pattern of customer revenues over time. The trend can
be modeled using a constant growth rate or a growth curve which asymptotes
to a specific value or other shapes depending upon the revenue data pattern.

5.5.3 Causal Models

Revenue can be estimated using causal models in which the dependent vari-
able is the log of spending (to avoid negative predictions) and the independent
variables are causal variables such as price and other relevant variables that
should predict spending. The decision maker or researcher can use historical
values or patterns in causal variables to serve as the independent variables in
the predictions. The problem with causal models is that while they fit may
the data, they must predict future spending. To overcome this problem we
can create scenarios to understand how different values of independent vari-
ables affect spending levels. Then the firm can decide upon which scenario(s)
best fit likely firm behavior.
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5.5.4 Stochastic Models of Purchase Rates and Volume

One could use the distribution of purchase volume across consumers to predict
purchase volume for individual customers. The prediction will be a weighted
average of the customer’s historical purchase volume and the mean for all cus-
tomers, the weights being determined by how many observations are available
for the customer. (See Columbo and Jiang (1999) and the description of the
model in Chapter 12.)



Chapter 6

Issues in Computing Customer
Lifetime Value

Abstract This chapter addresses the challenging details in computing LTV
that are all-too-easy to ignore. We focus particularly on the appropriate
discount rate and appropriate costs. We draw from standard corporate
finance and the CAPM model to derive the appropriate discount rate. We dis-
cuss the application of activity based costing (ABC) in computing costs.
We advocate that the only costs appropriate for LTV calculations are those
that change as a function of the number of customers within the partic-
ular application at hand (i.e., variable costs). We conclude with a discus-
sion of incorporating marketing response and customer externalities in LTV
calculations.

6.1 Introduction

This chapter discusses some of the major issues in computing LTV. Many
of them have received little attention in the marketing literature. Yet, each
is essential. Specifically, Sect. 6.2 addresses how to determine the appropri-
ate discount rate for calculating LTV. Section 6.3 discusses customer port-
folio management. We show that the firm reduces risk by constructing a
portfolio of customers, but this comes at the cost of lower returns. We also
discuss whether the firm should adjust the discount rate for the risk associ-
ated with individual customers or segments. Section 6.4 examines the relevant
costs to include in LTV computations. Many firms allocate fixed costs when
calculating LTV. We propose that for most database marketing decisions,
such as targeting mailings to a specific set of customers, LTV should be
calculated using just variable costs. Section6.5 discusses incorporating re-
sponse to marketing into LTV calculations. This is especially useful if the
marketing environment is expected to change, or if the firm wants to de-
termine long-term marketing policy using LTV. The chapter ends with a
brief discussion of externalities (e.g., customer referrals) in the computation
of LTV.

133
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6.2 Discount Rate and Time Horizon

In the basic formula for LTV, LTV = Zfi 1 % where R, = revenue
in period ¢, C; = the cost in period ¢ and d is the discount rate. We assume
revenues are a random variable but costs are known.! A key parameter is
the discount rate. A higher discount rate means that future profit streams
(Rt — () are less valuable. Many firms solve the problem of setting the dis-
count rate by limiting the length of the period over which LTV is computed.
However, depending upon retention rates and the size of the revenue stream,
revenue streams that accrue after the cutoff period may be significant.

We discuss two approaches for determining d — opportunity cost of capital
(Sect. 6.2.1), and source-of-risk (Sect. 6.2.2). Our goal in providing alternative
methods is to spur further research in this area.

6.2.1 Opportunity Cost of Capital Approach

6.2.1.1 Basic Concepts

Capital budgeting theory in corporate finance tells us that the appropriate
discount rate for evaluating the financial value of a proposed project equals
the opportunity cost of capital for the firm’s investors. By opportunity cost,
we mean the rate of return investors can achieve on another investment of
similar risk. In calculating LTV, we think of customers as investments or
“projects” and hence use a discount rate equal to the rate of return investors
could make on similar-risk investments, i.e., their opportunity cost of capital.

There are three key concepts: (1) the link between the appropriate discount
rate for LTV and rate of return investors could make on other investments,
(2) what investors could expect to make on investments of similar risk as the
customer projects undertaken by the firm, and (3) the definition of investors.?

Rate of return and the discount rate are linked in that both represent the
time value of money. If the investor can make a 10% return on investments,
then the investor is indifferent between receiving $100,000 today and $110,000
tomorrow. So promising the investor $110,000 tomorrow is equivalent to giv-
ing the investor $100,000 today ($110,000/(1.10)). The rate of return (10%)
and discount multiplier (1/1.10) are thus two sides of the same coin. If the
investor can make 10% on alternative investments and the returns generated
by a customer are not profitable when discounted by 10% per period, the
investor would not want to invest in that customer. Hence if we want to use
LTV to decide whether to undertake a marketing activity, the activity has to

1 We implicitly are assuming costs are more predictable than revenues.

2 See Hansen (2006) for a discussion of the cost-of-capital associated with LTV models.
His discussion is somewhat different than ours but his work was helpful in framing the
issues for us.
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be profitable using a discount rate equal to what the investor could make on
other projects.

The situation is amplified by the second key concept — risk. No investment
is a sure bet, and so in calculating LTV, we need to use as a discount rate
the rate of return the investor could make on a project of similar risk to the
customer management project. For example, if the investor’s opportunity
cost of capital at a certain risk level is d, and the LTV of a customer is
positive at that value for d, the investor still might not want to invest in that
customer if the customer is considered more risky than other projects on
which the investor can generate a return of d. A good portion of this section
will be spent on how to determine the opportunity cost of capital (hence d)
incorporating risk.

The third concept is the definition of “investor.” For publicly owned com-
panies, the investor is the shareholder. We say the manager makes the decision
of whether to invest in the customer, but really the shareholder is making the
decision because the manager represents the shareholder. For privately held
companies, investor might be the owner who is funding the company from
personal funds but has alternative uses of those funds.

6.2.1.2 Calculating the Opportunity Cost of Capital

With these concepts in mind, the first step is to calculate the opportunity
cost of capital incorporating risk. A theory has been developed to do this for
publicly owned companies. Brealey et al. (2004) state, “The cost of capital for
corporate investment is set by the rates of return on investment opportunities
in financial markets.”® Hence, in its general form, the cost of capital repre-
sents the alternative investment a shareholder can make in financial markets
that provides the same return and risk. It is computed as the weighted aver-
age cost of capital (WACC),?

D E
WACC = V?"debt + V * Tequity (61)

where:

D = amount of debt the firm has

FE = amount of equity the firm has
V=D+FE

Tqept = rate of return on the firm’s debt
Tequity = Tate of return on the firm’s equity

To compute WACC we need four key quantities: D, E, 7qebt and Tequity. D
and E are readily available from the firm’s balance sheet. Usually, rgept is

3 Brealey et al. (2004), p. 40.
4 Ibid, p. 325. Note Equation 6.1 is not adjusted for tax rates.
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easy to compute because it is simply the marginal borrowing cost of the firm.
The reason for using the marginal borrowing cost is that if debt is added to
the firm, the cost of debt might increase because the risk increases.
Computing 7equity requires using another model. The formula for requity
is:
Tequity = T'f + ﬂ(rm - 'rf) (62)
where:

r¢ = the risk free rate
r,n = the market rate of return

ry is usually the T-bill rate (treasury bills) for a long-bond (10- or 30-year
treasury bond). The current rate of return for long-term treasury bonds is
between 4% and 5%.° r,, — r¢ is the “risk premium” for stocks. Currently
this is in the range of 4-5%.

The other unknown quantity is 5 (“beta”), which adjusts the risk pre-
mium based on how risky the firm (or investment) is. A market portfolio
(e.g., an investment comprised of all the stocks in the S&P 500 or FTSE
100) will have a beta of one. Firms whose variability is greater than the
market will have a beta higher than one and those with low variability rel-
ative to the market will have a beta of less than one. Beta is very impor-
tant because the higher beta, the more the market wants to be compen-
sated for the risk it is taking and hence the higher the weighted cost of
capital.

Brealey et al. (2004) provide examples of betas from the period May 1997
to April 2002.% For example, Amazon.com had a beta of 3.3 and Pfizer had a
beta of 0.57. We will use these and assume a specific corporate debt and equity
structure and show how the weighted average cost of capital is computed.
Assume Pfizer has 20% debt and 80% equity and Amazon has 30% debt and
70% equity. Also assume that Pfizer’s borrowing rate is 6% and Amazon’s is
7% because it is riskier. The market premium (r,, — ) will be assumed to
be 5% and risk free rate will be 4%.

The first step is to compute reguizy using Equation6.2. For Pfizer it

is rD7izZer — 0,04 + 0.57(0.05) = 0.0685 or 6.85% and for Amazon it is

equity
r;‘}ﬁ%"" = 0.04 + 3.3(0.05) = 0.205 or 20.5%. Thus, required expected re-
turn for Amazon is much higher than for Pfizer because it is much riskier.
We can now compute WACC for each.

For Pfizer, WACCT /%" = 0.2 x 0.06 + 0.8 x 0.0685 = 0.0688 or 6.88%
and for Amazon WACCA™**n —= (.3 x 0.07 + 0.7 x 0.205 = 0.1645 or

16.45%. Clearly, Amazon has a much higher cost of capital than does Pfizer.

5 www.Bloomberg.com for March 9, 2007 indicates the 10-year treasury bond yield is

4.59%.

6 Brealey, et al. p. 296. Also see http://finance.yahoo.com/ to look up betas for specific
stocks. Simply enter a stock’s ticker symbol and then click on “Key Statistics” on the
left-hand side of the page.
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This will manifest itself in the types of projects for which Amazon can make
investments to guarantee the rate of return its shareholders expect. Pfizer has
much lower WACC and can invest in many more potential projects because
it does not require as high a rate of return. In terms of LTV, Amazon should
use a discount rate of 16.45%, whereas Pfizer needs only use 6.88%. Amazon
will require higher returns and retention rates from its customers in order to
generate positive LTV.

It is time to stop and digest the information just provided. The two critical
elements in computing WACC are: (1) beta, reflecting the riskiness of the
firm, and (2) the capital structure, namely, the amount of debt and equity.

The question now is whether weighted cost of capital is the appropriate
measure for calculating LTV. The answer depends upon whether the LTV
project the firm is undertaking is within the normal scope of business and
similar to its normal investment strategy in terms of risk or it is not in the
normal course of business. If it is, investors have assumed an appropriate
cost of equity. The market has adjusted for this risk through requity and
Tdebt- Then WACC is the appropriate measure. If not, then a project-specific
cost of capital should be used, which is discussed in the next section.

6.2.1.3 Project Weighted Average Cost of Capital

If the projects the firm is investing in are similar to those it has historically
invested in, WACC is the appropriate discount rate. However, if a proposed
project is significantly different, then there should be a project WACC be-
cause the risk is different than the market expects from the firm. Brealey et
al. (2004) observe:

The project cost of capital depends on the use to which that capital is put. Therefore, it
depends on the risk of the project and not on the risk of the company. If a firm invests in a
low-risk project, it should discount the cash flows at a correspondingly low cost of capital.
If it invests in a high-risk project, those cash flows should be discounted at a high cost of
capital.

Of course, every project has a different risk. However, only those projects
with a substantially different risk level should have a project-specific cost of
capital. For example, suppose Capital One is making an investment decision
to solicit a segment of customers who are similar to those it targets for its
typical credit cards. Then the firm’s WACC is the appropriate discount rate.
Now suppose Capital One decides to target the sub-prime market (poor credit
quality customers), which we will assume it does not do currently. Is the risk
the same as it is for its typical projects? Clearly it is much higher. Capital
One should use a higher discount rate than its WACC for this project.

The major problem is determining an appropriate project-specific discount
rate. The earnings for Capital One’s sub-prime project are likely to have a

7 Brealey et al. p. 309.
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high beta because sub-prime customers are more vulnerable to downturns in
the economy. The profit flows from sub-prime customers are more volatile
than normal profit flows from investments Capital One usually makes. With
a higher beta, the firm must use a higher cost of capital and hence a higher
discount rate. To help understand how to determine the appropriate beta to
use, it is helpful to understand what beta is and how it is computed.

6.2.1.4 Computing Beta and Project-Specific Discount Rates

Beta is computed several ways but we will concentrate on its definition:

g = Jim (6.3)

2
Om

where o, is the covariance between stock i’s return and the market return
and o2, is the variance of the market return. Thus, the more the stock co-
varies with the market, the higher beta. In the case of no co-variation, beta
is zero. Analysts typically obtain rates of return for a stock and the market,
calculate the covariance and variance, and compute 3.

Assume the firm determines there is a correlation of 0.5 between the profit
flow from its customers and the overall stock market. Further, it finds that
its variation in returns among its customers has a standard deviation of 0.1,
which is the normal variability it sees in its annual returns. An analysis of
the stock market shows that it has a 0.04 standard deviation in its returns.
Noting that o, = pimoiom, we calculate 3; = (0.5x0.1x0.04/0.042) = 1.25.
Obviously, the difficult part of the above computation is the linking of the
returns from the market to returns from customers. Little has been published
in marketing showing how to conduct these analyses and it would be useful
to see real-world examples.

For a new project it is far more difficult to determine § because there are
no data on cash flows for this project. Some firms develop general guidelines
based on the type of project. Risky projects will have a significantly higher
cost of capital than do standard projects. Some projects such as replacing a
machine where the return is based on savings might have a very low discount
rate because it is almost a guaranteed return (low o;).

While the notion of project-specific discount rates for calculating LTV is
not particularly satisfying because it requires setting WACC subjectively, it
is based on sound theory. It is important to understand the basic principles
of how WACC is set and when to deviate. If the analyst is uncertain about
the risk, he or she can always revert to using the firm’s WACC.

6.2.1.5 Empirical Research on Calculating Customer-Specific
Discount Rates

Wangenheim and Lentz (2004) applied the notion of project-specific discount
rates to specific customers. The idea is that each customer is in a sense a
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different project, and hence has his or her own (. One deviation from theory
in their application is that they calculated ( relative to the returns from all
customers, instead of relative to the returns from a financial market. Denote
by “C” the returns from their entire customer base and “a” the firm’s income
stream customer a. They calculated:

Cov,c

Ba =

) (6.4)
Finance scholars would argue that one should use the market of all securities,
not the firm’s customer base, as the “market” from which to calculate the
crucial covariance. The reason is that in a publicly owned company, managers
supposedly are operating in the interest of investors who can invest in the
entire securities market. Even in a privately held company, the owners of that
company are investors who should be interested in the market as a whole.

Wangenheim and Lentz (2004) as well as Dhar and Glazer (2003) recom-
mend ignoring the risk-free rate and just using [, x R,, for the discount
rate. This implicitly assumes the risk-free rate is zero for all customers and
is a departure from finance theory. So theoretically this weakens the ties to
the CAPM. However, pragmatically, customers with higher 3’s are assigned
higher discount factors for the LTV calculation and those (3’s represent a
measure of volatility relative to the portfolio of customers as a whole.

Wangenheim and Lentz (2004) calculate (3, for each customer in a
European airline’s customer base. They used revenue as the measure of re-
turns, and used the revenues generated by all the company’s customers as the
market return. The sample included 26,776 customers over a 4-year period.
The authors calculated an alternative measure of risk, the number of periods
with no purchases (NIP) for each customer. These calculations were made
for two separate periods, period 1-quarters 1-8, and period 2-quarters 9-16.
The correlation matrix among the measures is shown in Table 6.1.

The results are quite clear: 3, is an unstable measure of customer risk.
It is virtually uncorrelated between two separate time periods. On the other
hand, the number of inactive periods, an ad hoc measure of risk but easier to
calculate, is very stable over time. One could question whether NIP is a mea-
sure of risk or simply a measure of purchase frequency, but in any case, the

Table 6.1 Correlations between various measures of risk (From Wangenheim and Lentz
2004)

32 GP NIP? NIPP
B 1 - - -
3P 0.087 1 - -
NIP? —0.133 —0.157 1 -
NIP® —0.187 —0.067 0.613 1

241" and “2” refer to the data period.
PTs calculated by Wangenheim and Lenz using Equation 6.4.
©NIP stands for number of periods with no purchase.
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instability of 3 is somewhat disappointing. It might be that there were not
enough observations given that § was estimated with only eight observations,
but this did not seem to hurt the stability of NIP. One alternative would have
been to segment customers into groups based on demographics or some other
variable. They could then create a [ for each segment and determine its stabil-
ity. It might have led to a higher correlation. In any case, this is an interesting
but speculative investigation of 3 as a measure of customer-specific risk.

6.2.2 Discount Rate Based on the
Source-of-Risk Approach

Many times the risk in a database marketing project may be attributable
to a specific component. For example, in deciding whether to undertake an
acquisition campaign, the acquisition rate may be very uncertain but the
long-term customer income stream matches historical risk levels. One ap-
proach for handling this is to use a high discount rate for the component of
lifetime value that is most risky (the acquisition rate), while using the firm’s
ordinary WACC for discounting long-term income.

Consider the case of evaluating a customer acquisition program that re-
quires an investment of $2,500,000 for a mailing of 1,000,000 pieces with
an expected response rate of 2%. Once a customer responds to the mailing,
he or she fits the traditional response patterns. Acquired customers gener-
ate $35 per year in net income and have a retention rate of 90%. However,
the firm believes this is a very risky project because it is not certain about
the acquisition rate. The firm therefore plans to use a 20% discount rate
versus its normal rate of 10%.

Assume that the $2,500,000 acquisition investment is made at time ¢ = 0,
and revenues begin at time ¢ = 1. We therefore begin discounting revenues
at t = 1. In that case, the net present value of the investment is®:

NPV = NaLTV —I = Nam ( ) — 2,500,000 (6.5a)

1+d—r
where N = number of customer’s mailed, m = margin per customer, o =
response rate, r = retention rate, I = investment, and d = discount rate.
For the example, N = 1,000,000, m = $35,a = 0.02,7 = 0.9, I = $2,500,000,
and d = 0.2. Substituting into Equation 6.5a, the project has a net loss of
—$167,667. So using conventional NPV methods the firm should not invest
in the acquisition project.

However, the abnormal risk is attributable only to the first-period returns.
To account for this specific source of risk, one could find an appropriate

8 Note LTV = m/(1+d —r) rather than m(1+d)/(1+d —r), which is the usual formula
we use for a simple retention model LTV. The difference is because we assume the
discounting begins in period 1.
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discount rate for first-period revenues, then discount the ensuing revenues at
the regular discount rate. We can arrive at an appropriate first-period dis-
count rate by asking the manager to specify a certainty equivalent; that is,
what amount of money would leave the manager indifferent between that
amount and the expected first-period earnings. Then we could solve for
the discount rate implied by the certainty equivalent, apply that discount
rate to the first-period returns, and discount subsequent period returns by
the company’s WACC, which we assume to be 10%. The NPV of the project
can be represented as follows:

N N
LAl P —1 (6.5b)

NPV =
1+dy (1+d2)(1+d2—r)

The first term represents first-period returns, discounted by an amount d;.
The second term represents the discounted value of future returns beginning
in period 2. These will be discounted by ds, the firm’s WACC (10%). Given
the parameters, Npm = 1,000,000 x 0.02 x $35 = $700,000. We then ask the
manager, “What amount of money would leave you indifferent between that
amount for sure and the $700,000 you expect to receive in period 1, given
your uncertainty about the 2% response rate?” Say the manager answers,
“$550,000”. Then the manager has told us:

$550, 000 = w
1+d;
or (6.5¢)
dy = 27.3%

Now we can substitute d; = 0.273 into Equation 6.5b, and use d2 = 0.10.
The NPV is now $606,818 and the project is profitable. Applying a 20%
discount factor to the entire calculation over-penalized the lifetime value,
making the investment appear unprofitable. When applying a high discount
rate to the part of the calculation that was really uncertain (first-period
revenues), the results changed and the project is profitable.

The “source-of-risk” approach appears to be a useful method when the
project under consideration is abnormally risky. The approach has two ben-
efits: (1) it requires the manager to think through why the project is abnor-
mally risky, and (2) it computes a more realistic net present value, highly
discounting the components of the project that are truly risky, while not pe-
nalizing the components that have normal risk. As we illustrated, the tech-
nique can change the decision. It relies on the manager stating a certainty
equivalent, which would probably not be too difficult in the example we used.
There may be other situations where it would be more difficult. Nevertheless,
source-of-risk discounting appears worthy of consideration when a project and
a customer’s lifetime value is abnormally risky due to an attributable source.
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6.3 Customer Portfolio Management

Finance theory has developed methods for dealing with risk. The CAPM
model applies to the discount rate d and was discussed in Sect. 6.2. Modern
portfolio theory (Sharpe 2000) applies to managing customers with different
risks (variances) as well as expected returns (means). Marketers have barely
scratched the surface in applying portfolio theory, which will be discussed
in this section. Modern portfolio theory is concerned with what percentage
of a firm’s total investment should be allocated to the various investment
opportunities available to it. The specification of these percentages creates
the investment portfolio.

Consider two investments A and B. Each is characterized by an expected
return, pua and up, a standard deviation around that return, oo and o and
a correlation between these returns, pap. Let w; be the fraction of invest-
ment placed in investment i(i = A,B; )", w; = 1). The expected return and
variance of that return for any set of w’s are:

Elreturn] = p, = wipta + wapip (6.6)

2 2

Variance|return] = o2 = wioch + w%o% + 2WW20 ACBP AR (6.7)

P
The subscript p refers to the portfolio. A given specification of w’s constitutes
a portfolio with a specific expected return and risk (measured by the variance)
calculated using Equations6.6-6.7.

To see why a firm should invest in a portfolio rather than an individual
security, suppose there are two stocks, both of which have the annual same
rate of return, 10%. Each has a standard deviation of 2% and their returns
have a correlation of 0.5. Consider the decision of whether to purchase 100
shares of stock 1 or purchasing 50 shares of each stock. If 100 shares of stock
1 is purchased, the expected return is 10% (1 x 10%) and the variance is
12 x 22 = 4. If 50 shares of each stock are purchased, then the expected
return is still 0.5 x 10% + 0.5 x 10% = 10% but the variance is 0.5% x 22 +
0.52 x 22 +2x 0.5 x 0.5 x2x2x 0.5 = 3. This demonstrates a key principle —
the lower the correlation between two securities, the greater the advantage
is to creating a portfolio because for the same return, the portfolio will have
lower variance. If the correlation between two securities is 1, then there is no
diversification advantage in buying a weighted average of two securities.

For customer management, the same principle can apply. If a portfolio of
two customers segments can be created, then it may have the same rate of
return but lower variance than marketing to only one customer segment.

What does a portfolio of customers mean? It is the same concept as stocks
except the factor determining the commonality between customers’ rates of
return may be related to economic factors (e.g., income level), or lifestyle
differences.

Suppose a firm has two potential target segments — high and low income
customers — and needs to decide whether to invest in both segments or one.
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Table 6.2 Alternative customer portfolios

Data

Segment 1 (high income) Segment 2 (low income)
Mean return 10% 20%
Standard deviation 2% 10%
Correlation 0.75

Alternative portfolios
Portfolio 1 Portfolio 2 Portfolio 3

‘Weight for segment 1 0.9 0.7 0.5
Weight for segment 2 0.1 0.3 0.5
Expected portfolio return 11.00% 13.00% 15.00%
Standard deviation 2.06% 3.31% 5.10%

Assume the firm acquires 100,000 credit card customers per year from high-
income prospects. The expected annual rate of return from these customers
is 10% and the standard deviation is 2%.° The low-income customers have a
higher expected rate of return, 20%, because they are charged a higher credit
card interest rate, but they have a standard deviation of 10% because they
are riskier. In some years, the rate of return from low-income customers is
negative because of a higher default rate.'®

The difference in the rates of return between the two segments are driven
by two factors: the amount they borrow (called “revolving”) and the degree
to which they pay off their debt (“solvency” risk). The firm finds that the
correlation between the returns of the two groups is 0.75.

The firm constructs three alternative portfolios. One contains 10% low-
income and 90% high-income, the second has 30% low-income and 70% high-
income and the third has 50% of each. The expected return and variance of
each portfolio is computed using Equations 6.6 and 6.7. Table 6.2 shows the
results.

The expected return for portfolio 1 is 11% with a standard deviation of
2.06%. For portfolio 2 it is 13% with a standard deviation of 3.31% and for
portfolio 3 it is 15% with a standard deviation of 5.10%. The firm feels that
portfolio 1 is far superior to its current strategy of targeting only high income
customers (10% return with a standard deviation of 2%) because, for very lit-
tle increase in risk (0.05%), it can increase its return to 11% versus 10%. How-
ever, portfolios 2 and 3 increase the risk beyond what it views as tolerable.

The concept of customer portfolios clearly has some benefits. The critical
inputs the firm must determine are the relative rates of returns, the variability

9 Note we are setting up this example in terms of expected annual returns, to follow
finance theory as close as possible. However, we could also set up the problem in terms
of LTV per customer segment, in which case we would want to use segment-specific
discount rates.

10 For example, homeowners from the lower income households are facing penalties and
tougher credit causing default problems in the “subprime” market (see, Simon 2007).
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Fig. 6.1
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in returns and the correlation in returns. If these can be estimate adequately
by the firm, it can construct a portfolio of different segments of customers.
Figure 6.1 illustrates how these calculations could be used to find the “op-
timal” portfolio, the set of w’s that is best for the investor. There are three
important steps:

1. Calculate and graph all the possible portfolios by considering all possible

w’s. (Note: Fig. 6.1 was constructed assuming three potential investments
with characteristics shown in the notes to the figure.)

. Identify the “efficient frontier” set of portfolios. This consists of the set of
portfolios such that one cannot improve both the expected return and the
risk by varying the w’s. Figure 6.1 shows the efficient frontier as an upper
envelope. Any portfolio within the envelope is not efficient because one
can either increase return for the same risk or decrease risk and obtain the
same return.

. Place the investor’s “indifference curves” on the graph and find the high-
est indifference curve that has a tangency to the efficient frontier. The
portfolio at that tangency is the optimal portfolio. The indifference curves
in Fig. 6.1 are based on a utility function of the form U = b x Expected
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Return — ¢ x Variance. This means that an indifference curve would be of
the form Expected Return = U/b + (¢/b) x Variance. The investor would
be indifferent among any set of portfolios whose expected returns and vari-
ances satisfy this equation, since they all yield the same utility U. As one
increases U, one gets higher indifference curves. So the point of tangency
in Fig. 6.1 shows the portfolio that yields the highest utility.'!

The above procedure can be used to decide how many customers of each
risk/return profile to acquire in order achieve the firm’s goal, which might
be to create a portfolio of customers that generate high return at acceptable
risk. The trade-offs between risk and return would be captured by the utility
function. The w’s would be the fractions of each type of customer to acquire.

In summary, the concept of customer segment portfolios is very impor-
tant. Many firms use some variant of the concept but do it intuitively rather
than systematically. In finance, a major breakthrough was creating stock
portfolios to be on the efficient frontier. The opportunity exists for database
marketers to apply the same concepts. Little work in database marketing has
focused on customer portfolio management. However, it is a promising area of
research.

6.4 Cost Accounting Issues

Whether in the context of LTV or any cost-related calculations of cus-
tomer value, quantifying costs can be a severe challenge. Seppanen and Lyly-
Yrjanainen (2002) make the useful distinction between product and customer
costs. Product costs pertain to the cost of producing the product sold to the
customer. Customer costs refer to the marketing and service costs incurred by
the customer. Customer costs are particularly relevant for LTV calculations
so we focus on them.

6.4.1 Activity-Based Costing (ABC)

Costs may vary significantly among customers, depending on variation in
customer-specific marketing efforts, customer orders, and customer after-
service calls. The challenge is to quantify these costs on a per customer basis.
Searcy (2004) suggests activity-based costing (ABC) as a method for doing
so. ABC attempts to link customer activities such as placing orders to the
costs of executing those activities (Kaplan and Cooper 1998). Searcy suggests
five steps to implement an ABC analysis:

11 Sharpe(2000, part 1, chapter 4) shows how to formulate the identification of the efficient
frontier and the selection of the optimal portfolio as a mathematical program.
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1. List the “activities” which a customer might undertake (e.g., fulfilling an
order).

2. Determine how much the organization spends on each activity in total.

3. Identify the organization’s products, services, and customers.

4. Select “drivers” for each activity. A driver is the customer action that
causes the activity to take place (e.g., placing an order).

5. Calculate the activity rates, i.e., the cost to fulfill one order.

Table 6.3 shows an example of an activity-based costing scheme for a hy-
pothetical catalog company. The company identified five customer-related
activities: catalog mailing, filling web orders, filling telephone orders, data
maintenance, and after-sales support. It then listed the costs directly incurred
in executing these activities — salaries, printing, shipping, and hardware/soft-
ware. Then it listed the drivers of these costs, e.g., catalog mailing costs are
incurred when catalogs are mailed, and the company mailed 1,000,000 cata-
logs in the year of consideration. The number of web orders drives the filling
web orders activity. Next the company allocated these costs to each activ-
ity, using the cost drivers when possible. For example, the company spent
$2,825,000 on salaries in the year under consideration. $1,875,000 was allo-
cated to filling telephone orders. This is determined from telephone operators
costing $22.50/h including benefits, time per order is 10 min per order and
there are 500,000 orders totaling to $1,875,000. Other allocations such as
printing and shipping costs can also be made accurately, whereas others were
less scientific, e.g., salaries related to filling web orders.

Note that costs that could not be allocated directly to activities, but were
considered part of customer-related costs, were classified as overhead. For
example, there was $1,000,000 in hardware/software overhead, and $100,000
in salaries that were related to customers but not classifiable in any of the
activities. The overhead was allocated to each activity proportionally to the
subtotals of the direct costs for that activity. Allocating overhead is contro-
versial and is discussed later.

An important and final step is then the calculation of cost per activity. The
most expensive activity is after-sales support, because it absorbs typically as
much as 30 min in service personnel time. Note the much lower cost of filling
a web order compared to filling a telephone order. This comes about because
of the salaries that must be paid to fill telephone orders, whereas the web
requires almost no salaries.

Table 6.4 shows an application of the ABC-based costing scheme to evalu-
ate the profitability of three customers. Customer A places only four orders,
but they are all on the web and therefore do not cost much. This customer also
only placed one after-sales call. The customer generated a profit of $58.91.
Customer B places twice as many orders, but is actually less profitable. This
is because the orders are placed on the telephone, and the customer demands
significantly more after-sales support. Customer C is perhaps what manage-
ment would like to do with Customer B. Customer C also places eight orders,
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Table 6.4 Customer profitability based on activity-based costing
Catalogs Web orders Telephone Total After-sales

mailed orders orders calls
Customer A
Drivers 12 4 0 4 1
Costs $15.22 $10.15 $0.00 $3.38 $12.68
Revenues $200.00 (4 orders x $50/order)
COGS $100.00 (Revenues x 0.50)
Customer costs ~ $41.43
Total profit $58.57
Customer B
Drivers 35 2 6 8 5
Costs $44.39 $5.07 $36.14 $6.76 $63.41
Revenues $400.00 (8 orders x $50/order)
COGS $200.00 (Revenues X 0.50)
Customer costs  $155.77
Total profit $44.23
Customer C
Drivers 35 8 0 8 2
Costs $44.39 $20.29 $0.00 $6.76 $25.36
Revenues $400.00 (8 orders x $50/order)
COGS $200.00 (Revenues x 0.50)
Customer costs  $96.80
Total profit $103.20

but places them on the Web, and only makes two after-service calls. This cus-
tomer’s profit is more than double that of Customer B ($101.84 vs. $42.88).

Table 6.4 illustrates the value of the ABC approach. The analysis also
raises important marketing issues. For example, it is clear that Customer
B would be more profitable if the customer could be migrated to the Web
and encouraged to use the Web for after-sales support. This makes sense
from a cost perspective. However, the lack of human contact could weaken
the customer’s loyalty to the firm in the long run (Ansari et al. 2008). In
any case, the analysis is valuable because it identifies potential cost savings,
highlights differences among customers, and raises the broader issues of what
happens to the customer when we cut costs.

6.4.2 Variable Costs and Allocating Fixed Overhead

An important issue in activity-based costing as well as in all cost calculations
for LTV analysis is the allocation of fixed overhead. There are two schools
of thought — full costing versus marginal costing. Full costing says that all
fixed costs must be allocated. Table 6.4 shows that this “overhead” can be
significant and its allocation a bit arbitrary. For example, why was so much
hardware/software overhead allocated to telephone fulfillment? The arith-
metic reason is that the allocations were proportional to the costs of that
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Table 6.5 Firm profit statement before customer acquisition

Number of current customers 100,000
Sales per customer per year $150
Gross margin percentage 40%
Administrative overhead costs $3,000,000
Variable costs per customer $10
Overhead per customer $30

Sales $15,000,000
Gross profit $6,000,000
Variable customer costs $1,000,000
Profit before overhead $5,000,000
Administrative overhead costs $3,000,000
Net profit after overhead costs $2,000,000
Profitability per customer (excluding overhead) $50
Profitability per customer (including overhead) $20

activity. However, that may inflate the cost of filling orders via telephone,
making telephone customers look more expensive and less profitable, and
causing the company to migrate customers to the Web, which might not be
good for loyalty.

Overhead allocations can saddle customers with huge costs that actually
yield negative lifetime values. Consider a telecom firm that has just made a
huge investment in infrastructure. If these costs are allocated per customer,
it is easy for many customers to have negative LTV’s, even though these
customers contribute to profits and “firing” them would decrease profits.

The alternative is marginal (variable) costing where the only costs
allocated to the customer are those that vary with the number of customers
and are directly attributed to servicing or marketing to the customer. The
view of the “marginal costers” is that the goal is to ascertain how much each
customer contributes to fixed overhead and therefore to profit. To saddle
the customer with arbitrarily allocated overhead costs hides the true value
of the customer, and may convince the firm to “fire” a customer, leaving the
firm with less profit, or not acquiring a customer and losing an opportunity
to increase profit.

To understand why fixed overhead should not be included in LTV, suppose
a firm has 100,000 customers who on average spend $150 per year with a
gross margin of 40%. The firm has a fixed overhead cost of $3,000,000 which
includes the office complex, top management’s compensation and other fixed
costs. Variable costs per customer (e.g., catalog mailings) are $10. Table 6.5
provides the income statement for the base case. The profitability of the
customer is $50 without allocating overhead and $20 with overhead.

Suppose the firm is considering adding 10,000 new customers. Since we as-
sume overhead is fixed, it does not increase when the 10,000 new customers
are added. We can now construct an income statement with the new cus-
tomers added. This is shown in Table6.6. We see that profit increases by
$500,000. This is $50 per customer, so the value of these new customers is
$50 per customer, not $20.



150 6 Issues in Computing Customer Lifetime Value

Table 6.6 Firm profit statement after acquiring 10,000 customers

Number of current customers 100,000
Number of acquired customers 10,000
Sales per customer per year $150
Gross margin percentage 40%
Administrative overhead costs $3,000,000
Variable costs per customer $10
Overhead per customer $30

Sales $16,500,000
Gross profit $6,600,000
Variable customer costs $1,100,000
Profit before overhead $5,500,000
Administrative overhead costs $3,000,000
Net profit after overhead costs $2,500,000
Increase in net profits (cf. Table6.5) $500,000
Value added per acquired customer $50

One might argue that the firm must allocate overhead because these costs
must be “covered”. True, for the firm to stay in business it must cover its
overhead costs. But this is not relevant for making business decisions such
as whether to add new customers. The firm can improve profits by adding
customers that contribute at the margin. If the firm adds fixed overhead to
the computation of the value of a customer, it will under-invest in adding
new customers and will not maximize profits.

Many associate “overhead” with “fixed,” but it is quite possible that over-
head does vary with an increase in the number of customers. It is then a
variable cost. Suppose that one could model these costs using an equation
to capture how they change as the number of customers change. Assume the
equation is OH(N) = 2,500,000 4+ 5 x N where N is the number of customers
and OH(N) is the overhead associated with N customers. To continue our ex-
ample, N = 100,000 and OH(100,000) = $2,500,000 + $5 x N = $3,000,000.
When the firm adds 10,000 customers, overhead increases by $50,000. Specif-
ically, the marginal overhead cost for adding a new customer is $5 which is
the coefficient in front of N. This cost should be subtracted from the prof-
itability of a new customer and for our example the incremental profit would
be lowered to $45.

How does the firm determine the coefficients for the equation above? One
method is to run a regression in which the number of customers is the in-
dependent variable and the overhead expenses of the firm is the dependent
variable. It is important to adjust these numbers for inflation because other-
wise there is spurious correlation between the number of customers (usually
increasing) and costs (also usually increasing).

Another important concept is that of “semi-variable” costs. Semi-variable
costs vary with the number of customers according to a step-function. The
complication this adds to the computation of LTV is that it makes costs a
non-linear function of the number of customers.
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To understand semi-variable costs, we begin with a firm that has 1,000,000
customers with average sales per year of $50, variable costs of $35 and a
margin of $15. The firm incurs fixed costs of $2,000,000 per year including
the costs of its call center. The average customer has a yearly retention rate of
85%. The acquisition cost per new customer is $50. The firm uses a discount
rate of 15%. The LTV, given these assumptions and a simple retention lifetime
value model, is $57.50.12

Assume that starting from its current situation, the next additional
200,000 customers require the firm to build another building, incurring a
one-time cost of $500,000. The next 200,000 customers add $300,000 more,
and each additional 200,000 customers after that adds $150,000. This traces
out a step function. We call these semi-variable costs. More generally, cus-
tomer center costs are nonlinear in the number of customers. The question
is: “How does this affect the cost side of the LTV calculation?”

The answer depends upon the decision being made. Assume the decision
is whether the firm should add 200,000 customers. Also assume for the first,
simplest example, that the $500,000 is a one-time cost. The computation for
the decision is then very straightforward. We have the acquisition cost of $50
per customer. The LTV calculated earlier is $57.50. The decision is to add
200,000 new customers comes with a one-time incremental cost of $500,000.
The incremental profit from adding the customers is 200,000 x ($57.50 —
$50) — $500,000 = $1,000,000. In this example the semi-variable cost is a
one-time cost and so it is subtracted from the net profit at the time the
decision is being made to add new customers. Table 6.7 shows the company’s
current year profit statement and the net gain in LTV. Note that current
year profits decrease because of the investment in customer acquisition, but
add $1,000,000 in the long term.

For our second example, suppose the same assumptions as above are used
except instead of adding a building, the firm realizes if it adds 200,000 cus-
tomers, the additional $500,000 will be per year due to adding supervisors
and layers of management. It will have an incremental cost (above its current
variable costs) of $2.50 per new customer ($500,000/200,000). How does the
firm compute the LTV?

Thinking of lifetime value as the incremental benefits and costs associated
with a customer, the solution is also straightforward. We add $2.50 to the
variable costs for the new 200,000 customers. The total variable costs per
new customer are now $35.00+$2.50 = $37.50, and profit contribution is now
$12.50 per customer. LTV is now $47.92 rather than $57.50. The net impact
of the acquisition is now 200,000 x ($47.92 — $50) = —$416,667 (Table6.8).
It is now unprofitable to add the new 200,000 customers.

The tricky part of this problem is that we are now assuming variable
costs per the new customers are $37.50, different than $35.00 for existing
customers. This is despite the fact that the new customers will use the call

12 The formula for computing LTV for this example is LTV = 15 wWhere k = r/(1+d),m

is the margin, r is the retention rate, and d is the discount rate.
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Table 6.7 Treatment of semi-variable costs: One-time expenditure

Current year Current year

base proposed
Fixed costs $2,000,000 $2,000,000
Semi-variable costs $0 $500,000
Number of customers 1,000,000 1,200,000
Sales per customer $50 $50
Variable costs per customer $35 $35
Gross profit per customer $15 $15
Acquisition cost per customer $50 $50
Total acquisition costs $0 $10,000,000
Total sales $50,000,000 $60,000,000
Total variable costs $35,000,000 $42,000,000
Gross profits $15,000,000 $18,000,000
Profits after fixed and semi-variable costs $13,000,000 $15,500,000
Profits after acquisition costs $13,000,000 $5,500,000
Gross profit contribution per customer $15 $15
Retention rate 0.85 0.85
Discount rate 0.15 0.15
LTV multiplier 3.83 3.83
Customer LTV $57.50 $57.50
Total customer LTV $57,500,000 $69,000,000
Total customer LTV after fixed, $55,500,000 $56,500,000

semi-variable, and acquisition costs

Net change in total LTV - $1,000,000

center no more or no less than current customers. However, this goes back to
(1) linking the treatment of semi-variable costs to the decision at hand, and
(2) thinking of LTV as incremental costs and benefits generated by customers.
The decision is whether to add 200,000 more customers, and these customers
force us to spend an additional $500,000 per year on the call center.

If we were to amortize the $500,000 among the 1,200,000 customers we
would have after the acquisition of the 200,000 customers, it would amount
to only $0.42 per customer. This would result in a profit contribution of
$14.58 per customer, an LTV for the new customers of $55.89, and we would
calculate the profits to be 200,000 x ($55.89 — $50) = $1,178,000, although
Table 6.8 clearly shows the net result is lower profits.

For this example, the key point is that costs are non-linear, in this case
a step function. The costs could also be concave or convex in the number of
customers. The shape of the cost function is critical. Most articles about LTV
assume a constant variable cost function, i.e., variable costs per customer are
constant in the number of customers.

Our final example will cover a different decision. Suppose the firm wants
to compute LTV after it has added the 200,000 new customers. However, we
will change the parameters of the decision slightly to make the incremental
customer profitable. We will use all of the same assumptions used earlier in
this section except we will assume the 200,000 new customers add $0.50 (not
$2.50) per customer due to supervisors and management personnel required
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Table 6.8 Treatment of semi-variable costs: Yearly expenditure

Current year Current year

base proposed
Fixed costs $2,000,000 $2,000,000
Semi-variable costs $0 $500,000
Number of customers 1,000,000 1,200,000
Sales per customer $50 $50
Variable costs per current customer $35 $35
Variable costs per acquired customer $37.5
Gross profit per current customer $15 $15
Grow profit per acquired customer $12.5
Acquisition cost per customer $50 $50
Total acquisition costs $0 $10,000,000
Total sales $50,000,000 $60,000,000
Total variable costs $35,000,000 $42,500,000
Gross profits $15,000,000 $17,500,000
Profits after fixed and semi-variable costs $13,000,000 $15,500,000
Profits after acquisition costs $13,000,000 $5,500,000
Gross profit contribution per current customer $15 $15
Gross profit contribution per acquired customer - $12.5
Retention rate 0.85 0.85
Discount rate 0.15 0.15
LTV multiplier 3.83 3.83
Current customer LTV $57.50 $57.50
Acquired customer LTV $47.92
Total LTV among current customers $57,500,000 $57,500,000
Total LTV among acquired customers - $9,583,333
Total customer LTV after fixed, $55,500,000 $55,083,333

semi-variable, and acquisition costs

Net change in total LTV - —$416, 667

to manage the additional customers. The profit contribution per customer is
now $14.50 and the LTV for this segment of customers is $55.58 and Table 6.9
shows the acquisition is profitable.

Now suppose the 200,000 customers have been acquired and the firm wants
to calculate LTV for planning purposes, e.g., to target certain customers for
a loyalty program. If we know how much of each resource a customer uses,
then customer-specific variable costs could be calculated using ABC costing.
If the usage level is not known, we would simply use the average variable
cost per customer. Total variable costs are now $35 x 1,200,000 + $100,000 =
$42,100,000, or $42,000,000/1,200,000 = $35.083 per customer. Thus, the
profit contribution per customer across their entire customer base is now
$50 — $35.083 = $14.927 and the average LTV per customer is now $57.18.

In summary, determining the costs to use in an LTV calculation can be
the most difficult part of the calculation. The single most challenging issue
is whether to include fixed or only variable (marginal) costs. Researchers can
be found who advocate full costing (e.g., Searcy 2004; Foster et al. 1996,
p. 11) as well as marginal costing (Mulhern 1999, p. 29; also see Gurau and
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Table 6.9 Treatment of semi-variable costs: lower yearly expenditure

Current year Current year

base proposed
Fixed costs $2,000,000 $2,000,000
Semi-variable costs $0 $100,000
Number of customers 1,000,000 1,200,000
Sales per customer $50 $50
Variable costs per current customer $35 $35
Variable costs per acquired customer - $35.5
Gross profit per current customer $15 $15
Grow profit per acquired customer - $14.5
Acquisition cost per customer $50 $50
Total acquisition costs $0 $10,000,000
Total sales $50,000,000 $60,000,000
Total variable costs $35,000,000 $42,100,000
Gross profits $15,000,000 $17,900,000
Profits after fixed and semi-variable costs $13,000,000 $15,900,000
Profits after acquisition costs $13,000,000 $5,900,000
Gross profit contribution per current customer $15 $15
Gross profit contribution per acquired customer - $14.5
Retention rate 0.85 0.85
Discount rate 0.15 0.15
LTV multiplier 3.83 3.83
Current customer LTV $57.50 $57.50
Acquired customer LTV - $55.58
Total LTV among current customers $57,500,000 $57,500,000
Total LTV among acquired customers - $11,116,667
Total customer LTV after fixed, $55,500,000 $56,616,667

semi-variable, and acquisition costs

Net change in LTV - $1,116,667
Post-acquisition variable cost per customer - $35.08
Post-acquisition gross profit contribution per customer — $14.92
Post-acquisition LTV per customer — $57.18
Post-acquisition total LTV among current customers - $68,616,667
Post-acquisition total customer LTV - $56,616,667

Ranchhod 2002). Our recommendation is to link the determination of costs
to the decision being made and recall that LTV is the net present value of
incremental profits and costs. If the decision is to add customers, their LTV
should be calculated using the costs they add to the company. Marketers
are likely to skip over these elements of the calculation, but as the above
discussion illustrates, they can be crucial in actual applications.

6.5 Incorporating Marketing Response

The LTV models reviewed so far do not take into account how customers
respond to marketing efforts. These models view lifetime value as a ceteris
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paribus calculation: given the environment stays the same, what is the value
of the customer? These calculations can be useful but including marketing
response in the calculation of LTV can be very valuable (Berger et al. 2002;
Calciu and Salerno 2002) for at least two reasons:

e Marketing efforts may in fact change so calculations that assume a constant
marketing effort are erroneous;

e Incorporating market response allows firms to examine the impact of policy
on customer value.

Note, however, that LTV is essentially a prediction of future customer value,
discounted to the present. As a result, if incorporating marketing efforts re-
quires the firm to predict future marketing efforts and these are difficult to
predict, incorporating future marketing efforts might in fact diminish the
accuracy of LTV.

Rust et al. (1995) were among the first to relate marketing expenditures
to customer value. They model the following process:

Marketing => Objective => Perceived => Customer => Market =>
Profit
Expense Quality Quality Retention Share

The authors do not measure LTV at the customer level, but rather ag-
gregate up to market share and profit. Their market share and profit models
are:

rMSi—1 N1 + (1 — r’ — ¢)(1 — MS¢—1)Nt—1 4+ A(cN¢—1 + Nt — N¢—1)

MS; = N,

(6.8a)

PT’Oﬁtt =Y x MSt X Nt — Xt (68b)
where:

r = retention rate

M S; = market share in period ¢

N; = number of customers in market, i.e., market size, in period ¢
r’ = retention rate for competitors

c = rate at which customers leave the market

A =% of new customers who choose the brand, i.e., acquisition rate
Y = profit margin

X; = Expenditure on quality improvement in period ¢

To complete the model, the authors assume that the retention rate r is a
function of perceived quality, which in turn is a function of objective quality,
which is a function of marketing expense, so essentially:

r=f(X) (6.9)
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In addition to the explicit link between marketing expense and retention
rate in Equation 6.9, the authors include in Equation 6.8a the number of cus-
tomers who switch to the firm, and the acquisition of new customers among
the pool who either has left the market in the previous period (¢N;_1) or
joined the market this period (N¢—N;_1). Note that the authors focus on
marketing’s impact on retention rate, not on acquisition rate or the percent-
age of customers who leave the market. These would be obvious extensions
to the model.

The challenge of course is to estimate Equation 6.8a. The authors suggest
using market testing and discuss an application we review in Chapter 7. The
authors also calculate the net present value of the profit stream as follows:

Y - MSt+k 1 + G) Xt+k
NPV = Z T o (6.10)

where

G = annual growth rate in the total number of customers in the market
0 = annual discount factor
NPV is the aggregate analog of LTV

Blattberg et al. (2001) and Blattberg and Thomas (2000) develop a “customer
equity” model in which they model acquisition rate, retention rate, and future
“add-on selling,” as functions of marketing actions. Their customer equity
model is at the customer segment level and is as follows:

I
CE; = Z Nigait (Sit — ¢it) — Nit Biat
i=1

oo Nitaiy < I1 pj,t+k> (Sit4+k — Cit+k — Birt+k — Bi, A0, t+k)
=1
- ; (1+0)k

(6.11)

where:

N;; = Market “potential” in period ¢, i.e., the number of customers in segment
1 available to be acquired.

a;+ = Acquisition rate for segment 7 in period ¢

S;: = Sales per customer in segment ¢ in period ¢

¢t = Cost of goods sold for segment 4 in period ¢

Bi.+ = Acquisition expenditures per customer in segment 7 in period ¢

pit = Retention rate for segment i in period ¢

B;,+ = Retention expenditures per customer in segment ¢ in period ¢
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B; a0+ = Add-on sales expenditures per customer in segment ¢ in period ¢
¢ = Discount factor

Equation 6.11 traces the lifetime value of a firm’s customer franchise starting
from acquisition and proceeding over the customers’ lifetimes. The analysis is
at the segment level, which is practical in real-world applications. The model
identifies three drivers of customer equity: acquisition, retention, and add-
on sales. Add-on sales include cross-selling and up-selling sales. Blattberg et
al. discuss strategies for increasing these quantities. Blattberg and Thomas
suggest models that would link marketing expenditures to these three quan-
tities, i.e.:

J
- Z )\ijt]

ajp = kg |1 —e =1 (6.12a)
pit = ky [L — e 7Bm] (6.12b)

Jit
Sit = Z Ojirije (6.12¢)

j=1

Jit
Biaos = ) Oy4iCijt (6.12d)

j=1

where:
Biqt; = Expenditures for acquisition activity j targeted at segment ¢ in
period t

Oyt = Number of offers of type j made to segment ¢ in period ¢

C'jt = Unit cost of type j offers made to segment 4 in period ¢

T4 = Response rate and contribution from type j offers made to segment i
in period ¢

Equations 6.12a—d are crucial for driving customer value over time and would
have to be estimated through market testing.

Comparing the Rust et al. (1995) (RZK) and Blattberg et al. (2001)
(BGT) models, both consider customer acquisition as well as retention. RZK
is at the aggregate customer level whereas BGT is at the segment level, al-
though RZK could easily formulate their model at the segment level (see
Rust et al. 2000) in addition to Rust et al. (1995). RZK focus on reten-
tion rates and model the process from expenditure to objective quality to
perceived quality/satisfaction to retention, whereas BGT model just the re-
lationship between expenditures and behavior. BGT include acquisition and
add-on selling impact as well as the impact on retention.

Both models could be used evaluate current versus alternative marketing
efforts. The key relationships are between marketing effort and retention,
and in BGT’s case, acquisition and add-on selling as well. These relation-
ships could be estimated using historical data, managerial judgment (see also
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Blattberg and Deighton 1996), or market tests. For example, a firm could
test an offer by extending it to each of its market segments and measuring
the response rate r;;;. Similar tests could be used to gauge the effective-
ness of acquisition as well as retention efforts. With BGT’s model, the firm
would only have to measure customer behavior (i.e., how many customers
were acquired, how many were retained, etc.) whereas the RZK model would
require surveys to measure perceived quality/satisfaction. This would take
more effort but provide rich diagnostics. Both models also require knowledge
of the size of the market; i.e., how many potential customers are available
in each time period. RZK model this explicitly through customers leaving
the market (c) and customers defecting from competitors to the focal com-
pany (r'). RZK also explicitly model the growth of the market through the
parameter G.

The next step is for these models to be estimated empirically and the links
between marketing and LTV quantified. Another step would be to optimize
marketing efforts over time. See Chapters 26, 28 and 29 for discussion along
these lines.

6.6 Incorporating Externalities

Another measure of customer value is the externality generated by the cus-
tomer. Externalities include word-of-mouth, which could be positive or neg-
ative, or the number of referrals generated by the customer.

A challenging circularity occurs in trying to incorporate customer refer-
rals in lifetime value calculations. One could imagine including the expected
revenue generated through referrals but that revenue is the lifetime value of
the referred customer. In order to calculate that lifetime value, however, one
must take into account that the new customers might refer customers, and
these new customers have lifetime values. So one faces an infinite recursion
and it is not clear how to incorporate it into lifetime value.

Another complication would be, if one wanted to value the entire customer
database one customer at a time, one would have to be careful not to double-
count. For example, customer ¢ might have referred customer j, so customer
i’s LTV would include customer j’s. So should customer j be treated as not
having a separate LTV? In short, incorporating referral value of a customer
in LTV calculations is a challenging area that needs to be addressed.

Hogan et al. (2003) conduct an analysis of word-of-mouth externalities
in which they merge a lifetime value model and a Bass diffusion model to
calculate the impact of a customer “disadopting” the category. An example
of disadoption, analyzed by Hogan et al., is the decision not to continue with
online banking after an initial trial. Note we do not mean that the customer is
moving to another company’s online banking service but that the customer
has decided no longer to use online banking. This can produce a harmful
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effect to the entire industry due to a smaller customer base in the industry.
For example, the Bass model can be stated as:

N;?) « (m — N(1)) (6.13)

n(t) = (p+q><

where:

n(t) = number of new adopters in period ¢
N (t) = total adopters as of period ¢

m = marketing potential parameter

p = innovation parameter

q = imitation parameter

When customers leave the market, N(t) and m both decrease. Since N(t) > m,
the impact of losing one customer is to decrease the ratio % and hence a
smaller number gets multiplied by the imitation parameter. This slows the
growth of the market and hence generates fewer sales for all firms.

In an empirical application to the online banking industry, Hogan et al.
find that this indirect effect (on imitation) due to disadoption can be larger
than the direct loss in revenues (in the case of online banking, cost savings),
to the extent that the disadoption occurs earlier. Hogan et al. make two
additional points. First is that a disadoption by a competitor also carries
the indirect effect, so competitive disadoptions can hurt the firm. Second is
that a disadoptor may in fact spread negative word of mouth and have a
further negative impact on the firm. This is not explicitly incorporated in
the Bass model (m > 0) but Hogan et al. use a simple assumption (one
disadoptor causes another would-be adoptor to delay purchase by 5 years
due to negative word-of-mouth) and show that the financial impact can be
substantial.

In summary, customers can be valued by externalities in terms of word-
of-mouth and in terms of the number of referrals. The referral issue needs
empirical work to demonstrate its magnitude, and also conceptual work on
how to incorporate it into lifetime value calculations. Word-of-mouth has been
initially investigated by Hogan et al. (2003) but needs further work especially
in estimating negative word-of-mouth from disadoption of the category.



Chapter 7
Customer Lifetime Value Applications

Abstract The prior two chapters have covered the technical aspects of Life-
time Value Modeling. But how is LTV applied in the real-world and what
types of questions can LTV provide answers that traditional marketing analy-
ses can not? This chapter will provide some answers to these questions. We
will discuss how LTV models can be used in the real-world and describe some
applications from the literature.

We begin this chapter with the basic analysis of customer acquisition, which
has been one of the primary applications of LTV analysis. We will then
study reactivation strategies in which the firm selects customers to target
for reactivation based on their LTV. Next we will provide some examples of
how LTV is used to segment the customer base and is then linked to specific
market actions. We will end with the use of LTV models to value firm’s
customer bases and ultimately the value of the firm.

7.1 Using LTV to Target Customer Acquisition

Probably the earliest application of LTV modeling is for customer acquisi-
tion. It offers a very different approach than is commonly used in marketing
analysis because it looks at the long-term value of a customer to determine
if the firm should make the investment required to acquire the customer. By
using an LTV metric for customer acquisition, the firm can determine which
acquisition strategies provide the highest payouts or are above the hurdle
rate.

Most marketing analysis would concentrate on marketing spending and
its return (now called return on marketing investment — ROMI). The typical
ROMI model does not separate acquisition from retention marketing spend-
ing and cannot see if investing in new customers pays out.

161
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The method begins by determining how much is being spent on customer
acquisition. This may be difficult to determine in some industries because
it is not be possible to separate new from existing customer expenditures.
For example, consumer packaged goods firms often do not know to whom
their spending is targeted beyond certain demographic groups. To allocate
their spending between acquisition versus retention spending is almost im-
possible. These firms have very little understanding of customer acquisition
costs.

It is easiest to understand the steps if we use an example. Suppose a B2B
firm wants to compute the cost of acquiring a customer. In our example, we
will assume the firm makes 3 calls per prospect before it decides to cut off fu-
ture sales calls if no progress is being made. Out of every three prospects, one
on average becomes a lead — a prospect that provides some type of “buying
signal”. Each lead receives approximately 4 sales calls and 1 out of 2 leads
become a customer. Thus, it takes on average 17 sales calls to generate one
sale.

To cost a sales call the firm keeps records on the direct expenses of a
sales person. The average sales person can make 4 calls per week and earns
approximately $95,000 per year. Further, there are travel and direct support
costs for the sales person which average $35,000 per year. Hence the direct
costs associated with the sales person is $130,000 per year. A sales person
makes approximately 200 sales calls per year (50 x 4). Thus the cost of a
sales call is $650. If it takes 17 sales calls to close one customer, then the
acquisition cost is 17 x $650 = $11,050.

The next step is to determine the lifetime value of the customer once
acquired. For this example, the average new customer generates $8,000 in-
cremental profit per year and the retention rate for the customer is 0.75. The
firm’s discount rate is 15%. Using the LTV formula for this set of assump-
tions (Chapter 5, Equation 5.2), we have LTV = m(1+d)/(1 +d —r), where
m = the incremental margin, r = the retention rate and d = the discount
rate. This results in the LTV per customer of $23,000. This is greater than
the acquisition costs of $11,050.

Suppose the firm could develop a segmentation strategy for its perspective
customers. The firm has a segment of customers it estimates will have an in-
cremental margin of $3,000 and the same retention rate as above. This yields
LTV = $8,625. The firm cannot afford these customers given the acquisition
cost of $11,050.

If the firm can identify customers who have low potential sales, what meth-
ods can the firm use to acquire them that generates an LTV greater than the
acquisition costs? The firm decided to use telemarketing to generate leads
in which low potential firms (identified by firm size) were contacted by out-
bound telemarketing representatives. The average telemarketing representa-
tive makes 10 calls to generate a qualified lead and the estimated cost per
call was $3. Through these calls the firm qualified a set of firms. It then sent
a sales representative who on average made two direct sales calls and had
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approximately a 50% chance of closing the account. The acquisition costs
for these customers are $30 (for telemarketing) +$650 x 4 = $2,630 cost per
customer acquired.

Assume the customers acquired through telemarketing contribute incre-
mental profit of $3,000, a 0.75 retention rate and we use a discount rate
of 15%. The LTV of these customers is therefore $3,000 x (1 + 0.15)/(1 +
0.15—0.75) = $8,625, which is greater than the acquisition costs and makes it
profitable to use telemarketing techniques to acquire lower-valued customers.

The lessons we have learned from using our LTV model for customer ac-
quisition are: (1) LTV is a better metric for customer acquisition than initial
year one profit because the firm is likely to lose money during the acquisition
year which would result in not acquiring as many customers (or any cus-
tomers) as is optimal; (2) comparing LTV to acquisition costs may allow the
firm to design alternative acquisition strategies and tactics which can result
in finding ways to acquire lower LTV customers.

7.2 Using LTV to Guide Customer
Reactivation Strategies

In Chapter 6 we discussed some issues associated with customer reactivation
which is a very important application of LTV modeling. We will discuss the
generic reactivation problem and briefly mention several relevant articles.

According to Stauss and Friege (1999), regaining lost customers is im-
portant for several reasons. First, it helps to secure future sales and
profits. Second, the acquisition costs associated with replacing lost cus-
tomers can be reduced. Lastly, the negative effect of word-of-mouth can be
controlled.

There are two metrics commonly used to assess the payback from reactiva-
tion: (1) the ex-customer’s first-year profitability, and (2) the ex-customer’s
LTV. Stauss and Friege (1999) use Second Lifetime Value (SLTV) — the life-
time value of a recaptured customer — instead of LTV of the terminated
relationship for calculating the value of a regained customer.

Griffin and Lowenstein (2001) build on the framework laid out by Stauss
and Friege (1999). They propose a general outline for reacquiring lost cus-
tomers. According to them, firms should segment lapsed customers on the
basis of SLTV, and identify the reason why the customers defected.

Griffin and Lowenstein, using data from publishing firms, show that the
SLTV decreases with the duration of a customer’s lapse. In addition the way
in which the customer was acquired also affects the SLTV. For example,
the value of the customer is higher if the customer was recruited through a
subscription card for that particular publication as opposed to a secondary
subscription source that handles multiple subscriptions.
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In a related study, Thomas et al. (2004a) looked at how firms should price
customers when reacquiring them and how they should price them when
they have been reacquired. The most interesting result shows that pricing
affects reactivation tenure. An interesting and somewhat surprising result is
that the higher the reactivation price, the longer the tenure of the reacti-
vated customer. This finding can be explained by heterogeneity in price sen-
sitivity with the more price sensitive customers being more likely to change
their buying behavior due to price. They also hypothesized, contrary to Grif-
fin and Lowenstein’s result described above, that the longer lapse durations
are positively related to second durations. Thomas et al. found, however,
that the relationship was directionally negative although not statistically
significant.

The area of customer reactivation strategies and SLTV is an under re-
searched area. Because of addressability and knowledge of historical behav-
ior, firms should be able to identify segments of lapsed customers who have
high profit potential (SLTV). In order to determine lapsed customers profit
potential, an understanding and analysis of the reliability of SLTV is needed.
To date, no one has conducted such analyses.

7.3 Using SMC’s Model to Value Customers

In Chapter5 we discussed a model developed by Schmittlein et al. (1987)
which we call the SMC model. The model provided estimates of how many
active customers the firm has, the likelihood that each customer is “alive”
and what expected number of purchases the customer will make over a
given future time interval. For businesses in which there is no contrac-
tual relationship, using models provided by SMC or Fader et al. (2005)
is essential for determining the customer’s lifetime value. We will discuss
a paper by Schmittlein and Peterson (1994) in which they applied the
SMC model to an industrial firm to answer some of the questions dis-
cussed above. They also provided some empirical validation of the SMC
model. We will not repeat the equations provide in Chapter5 but will
discuss the application and how SMC’s model was used in an industrial
setting.

Schmittlein and Peterson’s (SP) application relates to an office products
firm. The primary data SP obtained were order data, initial date on the file
and amount spent per order. Because customers had no contractual obliga-
tion, determining when a customer was active was one of the primary mod-
eling requirements.

SP show how SMC can be applied at the individual level. The key quanti-
ties needed are: (1) the probability the customer is alive within any time inter-
val, (2) the number of orders to be made and (3) the average order quantity for
the customer. In Table 4 of SP (1994, p. 57), which we summarize in Table 7.1,
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Fig. 7.1 Likelihood the customer is still alive and expected number of future purchases,
as a function of number of recent purchases.

Assumptions:
R = 0.415
a = 0.415
s =2
B=4

SP show the computations for a future 5-year period for ten customers. For
each customer, they compute the probability the customer is active, the ex-
pected number of orders, the average order quantity and the expected dollar
volume. Because of the nature of their model, they did not net present value
the purchases. What is interesting in Table 7.1 is that customers have either
a very high or very low probability of being alive. Only one customer has
a probability of 0.38 while the other customer either have a probability of
being alive of 0.9 or greater or 0.2 or less. This is an interesting result but
may be caused by the choice of the ten customers for whom they displayed
the data.

Another interesting insight to be gleaned from the model is the trade-off
between the customer remaining active and the expected number of pur-
chases in an upcoming period. Figure 7.1 graphs P(Alive) and E(number of
purchases in next 2 periods) as a function of x, the number of purchases
between time 0 and 7' = 2, with the last transaction at ¢ = 1. Figure7.1
shows that as the number of purchases increases, the expected number of
purchases, given the customer is alive, increases. This is because if a cus-
tomer has purchased a large number of times in [0,2], he or she probably
has a high purchase rate, A, even if the last purchase occurred in period 1.
However, if the customer made a large number of purchases in [0,1] and did
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not purchase in period 2, there is a decent chance that customer has at-
trited. As a result P(active) follows an inverted U shape as the number of
purchases increase. If the number of purchases is small and there have been
no purchases in a while (x = 0), there is a good chance that customer is no
longer alive. If the number of purchases is large but there have not been any
purchases in a while, there is also a good chance the customer is no longer
alive.

This has important ramifications for customer profitability analysis. The
Schmittlein, Columbo, and Morrison method allows one to calculate the
probability the customer is still alive, the expected remaining lifetime, and
the expected number of purchases in a given time horizon, for each customer.
The ideal customer will be one who is likely to be alive, has a long expected
remaining lifetime, and has a high purchase rate. Figure 7.1 illustrates that
there may be trade-offs among at least two of these quantities.

The other interesting aspect of their application is that they are one of the
few authors who modeled the purchase dollar amount per order. Most appli-
cations merely assume the dollar amount per order is either the average for
the population or for the individual. They used a weighted average estimate
for the purchase dollar amount per order based on the information obtained
from individual customers and the overall population average amount per
order. This is a form of a shrinkage estimator and allows them to develop an
individual dollar amount per order.

SP conduct a number of validation tests of the model. They show for
example that the model predicts very accurately the number of customers
who will make 0, 1, 2, etc., purchases over some future length of time. An
important phenomenon the model attempts to capture, however, is the no-
tion of the customer being “alive.” To validate this, the authors classified
each customer in their database into categories [0-10%)], [10-20%], etc. Then
they contacted 40 customers in each of these “deciles,” and asked them
whether they could report “active status.” Figure 7.2 shows a clear monoton-
ically increasing relationship between the predicted classification and the
percentage who self-reported being alive. There may be some regression to-
ward the mean, e.g., only 55% of those in the [90-100%)] group reported
being active, while 22% in the [0-10%] group reported being active. How-
ever, this could be a function of the way the “active” question was asked.
In any case, the strong monotonically increasing relationship is clear and
impressive.

SP’s study is an excellent application of SCM’s model. It shows how the
model can be used to estimate individual LTV’s and it also provides some
model validation results. The other interesting element of their model is that
it is applied in a business-to-business setting. Many of the applications of
LTV models are better suited for industrial or business-to-business settings
because the available databases are much better than for consumer product
firms selling through channels of distribution.
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Fig. 7.2 Validation of P[alive] predictions (From Schmittlein and Peterson 1994).

7.4 A Case Example of Applying LTV Modeling

Van Raaij et al. (2003) report the first experience of a business-to-business
company with incorporating customer value analysis into their marketing
planning. The company, which we will call “DBM,” was a multinational firm
in the market for professional cleaning products. It sold directly to end-users
such as in-flight caterers and professional cleaning services, as well as through
distributors. It divided its market into sectors such as healthcare, lodging, or
dairy. Sales and profits had been leveling off after years of growth and DBM
was worried about new competitors. Further non-product costs (e.g., costs to
service customers) had been increasing. The company desired to assign these
costs to individual customers and calculate customer profit.

DBM undertook a six-stage process to calculate profit at the customer
level and then develop strategies based on the results:

Select active customers

Design the customer profitability calculation model
Calculate customer profit

Interpret the results

Develop strategies

Establish an infrastructure for future applications.

SNl

Selecting active customers: The selection of active customers as a first step
is quite interesting in view of the models we have reviewed for calculating
whether in fact a customer is alive. DBM’s approach was quite pragmatic: a
customer was active if it had made at least one purchase in the period under
consideration. Another issue facing DBM was whether to define the customer
as end-users or distributors, or both. DBM decided on end-users because it
wanted to develop its marketing efforts from the point of view of the end-user.
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This made life difficult because sometimes DBM had to gather information
on end-users through distributors, but DBM made the effort and excluded
the revenues generated by distributors with whom it could gain agreement
for them to supply information to DBM.

Designing the profitability model: The design of the profitability model
centered on the assignment of costs. For this DBM used activity-based costing
(ABC) (Chapter 6). DBM devised the following list of cost activities (the cost
“pool”) and cost drivers:

Cost activity Cost driver

Logistics Costs charged by logistics partner

Order processing Number of orders placed by customer

Technical service Service hours spent by mechanics at
customer

Customer consultants Consultant hours spent at customer

Equipment Cost of equipment placed at customer

Much of the expense involved with each activity was labor costs, which
prior to utilizing Activity Based Costing had simply been designated as over-
head. Now with the ABC model, DBM could assign labor costs to the par-
ticular activities demanded by each customer, and hence calculate customer-
specific costs. There were still overhead costs such as product development
and non-activity specific sales and marketing costs, and these were allocated
to each customer proportional to the customers’ gross sales. These should not
have been added to the value of the customer since they will distort future
marketing costs (Chapter 6). Firm-level overhead such as office housing, etc.,
were not included in the cost calculations.

Calculating profitability: The calculation of profitability required data on
revenues as well as costs, and these were assembled from various data sources
within the company.

Interpreting the results: The most obvious initial finding was the great
disparity in profitability across customers. While we often talk about the
80/20 rule, where 20% of customers accounts for 80% of revenues or profits,
in this case, DBM found that 20% of customers accounted for 95% of profits.
The customer “pyramid” is shown in Table 7.2.

Perhaps most interestingly, the top customers provided smaller per cus-
tomer margins than the large customers. DBM reasoned that this was because

Table 7.2 Customer “pyramid” for DBM example

Customer type % of customers % of revenues % of profits
Top 1 50 49
Large 4 23 25
Medium 15 20 21

Small 80 7 5
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top customers had superior bargaining power and hence negotiated lower
prices. They also required higher levels of support.

The company used the customer profit curve to plot what they called
a “Stobachoff” curve (Storbacka 1997). This is simply the equivalent of a
cumulative lift curve. It orders the customers according to profitability, and
then plots the cumulative profit accounted for by these customers as one
progresses from the highest to lowest profit. Figure 7.3 shows that in this
example, 75% of the customers are profitable (the curve increases up to about
that point) while 25% are unprofitable. Given that the top 75% of customers
accounts for 120% of the profits, the remaining 25% really drag profits down.
In this case there are a lot of profitable customers but they are subsidizing a
relatively small number (at least a minority) of unprofitable customers. Note
that by adding fixed costs through overhead, the firm may be distorting the
true profitability of the remaining 25% of the customers. Some of these may
be incrementally profitable.

DBM examined these Stobachoff curves for each of its 13 sectors. They
classified each sector into one of four groups based on the number of profitable
customers being relied on and how much they were subsidizing the unprof-
itable customers. The result is Fig. 7.4, which depicts four distinct cells. In
the low dependence, low subsidizing cell, all customers are profitable and
roughly equally so. In the low dependence, high subsidization cell, most cus-
tomers are profitable but there are a few unprofitable customers who drag
down total profits. In the high dependence, low subsidizing cell, there are only
a few profitable customers and the rest of customers are unprofitable but not
highly so. In perhaps the most dangerous case is the high dependence, high
subsidization cell. In this case, there are a few highly profitable customers,
and many highly unprofitable customers. This is dangerous because if those
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Fig. 7.4 Classification of Storbachoff curves.

few highly profitable customers should defect, the company would suddenly
be losing a lot of money.

Develop Strategies: DBM analyzed its Stobachoff curves for each of its
13 sectors. Nine of them showed little subsidization. However, two sectors
were in the low dependence, high subsidization cells, suggesting that the
few customers dragging down profits should be dealt with individually. The
remaining two sectors were in the high dependence, high subsidization cells,
meaning the profitable customers had to be nurtured while the others either
had to be “fired” or at least made marginally profitable.

In addition to the Stobachoff curve analysis, sector managers were pro-
vided with detailed profitability calculations for each customer. This allowed
managers to focus on individual customers who were either extremely prof-
itable or unprofitable. Often the unprofitable customers were consuming an
inordinate amount of a particular cost activity, e.g., technical services. The
manager could work with the customer to reduce these costs.
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In summary, the customer profitability analysis (CPA) provided both
sector-level and specific customer strategies that vastly improved the way
DBM managed its customer base.

Establish infrastructure: DBM decided to perform the CPA every 6
months. The first major hurdle for this company was making sure it could
assemble the cost information on a customer basis. Doing so enabled them to
calculate individual customer profitability and went a long way in developing
its customer strategy. DBM managers realized however that in the long-term,
they needed to integrate marketing efforts and incorporate lifetime value and
customer potential explicitly in the system.

7.5 Segmentation Methods Using Variants of LTV

7.5.1 Customer Pyramids

Probably the most common analysis of customer profitability data is to rank
customers in terms of profit and classify them in a customer “pyramid”
(Zeithaml et al. 2001). The pyramid shape occurs because usually a minority
of customers account for the majority of profits. Figure 7.5 shows a hypothet-
ical example of a customer pyramid. We saw a similar example in the DBM

PLATINUM
5% of Customers
40% of Profits

GOLD
15% of Customers
40% of Profits

IRON
30% of Customers
30% of Profits

LEAD
50% of Customers
-10% of Profits

Fig. 7.5 The customer pyramid (From Zeithaml et al. 2001).
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analysis above. Customer pyramids form the basis of customer tier programs,
which are discussed in Chapter 23.

Figure 7.5 shows that the top 20% of customers account for 80% of profits,
although this group can be sub-divided into Platinum and Gold segments,
where the Platinum segment is only 5% of customers but accounts for 40%
of profits, while the Gold segment is 15% of customers and accounts for 40% of
profits. Clearly those in the Platinum segment are key customers. The Iron
segment holds its own — it consists of 30% of customers and accounts for 30%
of customers. The Lead segment, consisting of half the firm’s customers, is
unprofitable.

The customer pyramid is simply another way of displaying the Stobachoff
curve used in the DBM example. However, the customer pyramid commonly
displays the data in four segments and Zeithaml et al. discuss various ways to
develop each of these segments. They discuss applications to the marketing
research, real estate, and medical industries. Several aspects of creating and
managing the customer pyramid are important.

o Single-measure based: The single measure can be profit, LTV, sales lev-
els, or potentially even a combination of these. The advantage of a single
measure is simplicity; the disadvantage of course is over-simplification.
However, in actual applications, firms can look at several measures within
each pyramid segment. For example, current period profit might be used
to define the pyramid, but the firm could consider LTV as well as cus-
tomer response to marketing when examining the customers within each
pyramid.

e Firing vs. ignoring vs. developing the customer: A key decision in customer
pyramid management is deciding when to develop a customer, when to
leave a customer alone, and when to fire a customer. This corresponds
to increasing marketing efforts, leaving marketing efforts as they are, and
decreasing marketing efforts. The key questions are for example, “Can an
‘iron-tier’ customer be converted into gold, or should we avoid investing
in this customer, make average profits, and invest in other customers?”
These are difficult questions and depend of course on marketing response
of the customer as well as competitive and firm resource issues.

e The pyramid is only as good as the extent to which it differentiates cus-
tomers: Zeithaml et al. (2001) emphasize that while by definition the
customer pyramid differentiates customers in terms of profitability, they
should be differentiated in other key respects as well. For example, cus-
tomers in different tiers should differ in their preferences for service levels
and their willingness to pay for these levels. In addition, customers in each
segment should be accessible, i.e., “addressable” in CRM terminology. The
customer’s potential LTV should be high in order to invest in converting
at least some of these customers into higher tiers. Finally the firm should
have the resources to be able to invest in potentially high-valued customers.
Under these circumstances, customer pyramids are a valuable byproduct
of customer value assessment.
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Fig. 7.6 Customer profitability mapping matrix (From Ang and Taylor 2005).

7.5.2 Creating Customer Portfolios Using
LTV Measures

Ang and Taylor (2005) provide an interesting application of LTV measures
to create a portfolio matrix of customers. They begin with two key measures
that affect LTV, tenure and gross margin. Using these metrics they divide
customers into four quadrants based on these metrics: low and high tenure
and low and high margin. They then name these quadrants. Figure 7.6 below
shows the matrix with the names used by Ang and Taylor.

The interesting element of their paper is that they then compute the size
and customer profitability for each cell of the matrix. Figure 7.7 shows the
results. Ang and Taylor show that 10% out of 14% (5/7) of the customers
with low tenure and low profits are unprofitable and 20% out of 42% of the
customer with high tenure but low profitability are unprofitable. The firm
then has to decide what actions to take.

Ang and Taylor recommend certain actions for each cell. For low-tenure,
high-margin customers encourage contracts by offering lower-priced service
for entering a 12-month contract. For high-tenure, high-margin customers
maintain high level of service and provide avenues for advocacy. For high-
tenure, low-margin customers advertise benefits of high priced plans that
come from additional features. Finally, for low-tenured, low-margin customers
increase prices and reduce service.
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Fig. 7.7 Customer profitability mapping matrix — cell sizes (From Ang and Taylor 2005).

Applying the strategies above, Ang and Taylor described how 18% of
the low-tenured, low margin customers were ultimately shifted to high mar-
gin customers. Thus, a combination of classifying customers and then ap-
plying different strategies, led to higher profits and longer tenure for some
customers.

7.6 Drivers of the Components of LTV

In a two papers, Thomas et al. (2004b) and Reinart et al. (2005) discuss
the drivers of two components of LTV — lifetime duration and cumulative
profits — and the drivers of customer acquisition. Their study used a series of
three linked models for duration, profits, and acquisition. Then by applying
their model, they showed that many firms are either under or over investing
in acquisition or retention marketing.

From the results provide in their papers, we have identified some of the
key factors that determine acquisition rates. These are: (1) acquisition ex-
penditure level, (2) demographics and (3) size of market. For duration,
the key variables are: (1) retention expenditures, (2) customer usage rates,
(3) cross-buying (how many categories purchased), and (4) share of wallet.
For profitability, the key variables are: (1) acquisition and retention dollars
(2) customer usage rates, (3) lifetime duration, (4) cross-buying, and (5) share
of wallet.
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Table 7.3 Potential gains from changing market spending (From Thomas et al. 2004b)

Company How much more or less How much profits
should be spent would increase

B2B —68.30% 41.52%

Pharmaceutical 31.40% 35.80%

Catalog retailer —30.70% 28.90%

None of the results for acquisition rates is surprising but their method
can be applied to any company’s database to make a determination of what
factors determine higher or lower acquisition rates. For lifetime duration and
profitability, there are some interesting findings. Breadth of purchase and
share of wallet are both intuitively appealing but not well-known in the real
or academic world.

Thomas et al. (2004b) use their estimated equations for relationship du-
ration, profit contribution, and acquisition likelihood to compute optimal
marketing expenditures. They found that firms’ spending is very far from
“optimal”. In Table 7.3 above, we show their key results. It shows that the
lowest improvement is 28.9% in increased profitability. The conclusion we
draw from their findings is that using models of key LTV components is
likely to help firms improve their spending levels. No generalization can be
made regarding whether firms over or under spend. However, if Thomas,
Reinartz and Kumar’s results are replicated across other firms, it appears
there is a significant opportunity to increase profits through models of the
type proposed in Thomas et al.

7.7 Forcasting Potential LTV

Employing traditional econometric models, Kim et al. (1999) provide a
method of forecasting customer-level potential lifetime value for business cus-
tomers in a telecommunication company. We formally define the potential
lifetime value of customer ¢ as:

PLV; = i (Rit = Cit) /(1 + )" (7.1)
t=1

where PLV; is the potential lifetime value of customer i, R;; is the revenue
generated from customer ¢ at time ¢, Cy; is the cost or expenses incurred for
customer 7 at time ¢, and 7y is the discount rate. Depending on the firm’s
data collection interval, the time interval ¢ above can be monthly, quarterly,
or yearly. Similarly, the discount rate y depends on the data interval t.

The firm’s objective is to maximize the potential lifetime values of its
customers. The firm should find the optimal C;; to maximize PLV; for each
time interval ¢. Hence, we need to solve a complex optimization problem since



7.7 Forcasting Potential LTV 177

the revenue R;; is clearly a function of past and current costs/marketing ex-
penditures (C;t). We need to specify the functional form of the revenue re-
sponse curve with respect to the current and previous costs and estimate its
parameters with appropriate data. Moreover, the costs consisted of several
components such as cost of goods sold, service, and various marketing costs.
Different allocation of total cost into these components may change PLV;.
Hence, we make an simplifying assumption that the firm incurs costs propor-
tional to the corresponding revenue, C;; = BR;;. We also assume that 3 is
constant over customer and/or time. With this proportionality assumption,
Equation 7.1 becomes

B)

PLV, = Z ——— =Ry (7.2)
— (1+9)

The problem of finding the potential lifetime value of customer i becomes
the problem of forecasting his/her future revenue streams. The proportional-
ity assumption allows us to easily calculate the PLV; from forecasted future
revenues. The appropriate specification of forecasting models (for future rev-
enue streams) depends on several factors including data availability, indus-
try characteristics, forecasting horizon, costs, ease of application, and so on
Makridakis et al. (1983). So their forecasting model is somewhat customized
for forecasting revenues of business customers in a telecommunications com-
pany. Compared to residential customers, business customers are better tar-
get markets for one-to-one marketing because their average revenues are large
and their revenue distribution across business customers is highly skewed. In
their study, the top 3% of its business customers account for 60% of total
business revenues.

The revenue from customer 4 at time t(R;;) are decomposed into two parts
and each component is estimated separately. That is, R;; = Q¢ - C'S;; where
Q;+ is the telecommunication demand of customer i at time ¢ and CS;; is
the firm’s market/customer share. The econometric model for total telecom-
munication demand includes several independent variables such as the size
of business, past telecommunication expenditures and growth rates. On the
other hand, market share prediction is mainly based on a customer survey.
Upon predicting future revenue streams for each customer, potential lifetime
values are derived using the Equation 7.2. They also calculated the realized
lifetime values for the corresponding customers that practitioners often use
as its proxy. Figure 7.8 shows the relationship between the realized and the
potential lifetime values. The correlation is about 0.4 and is statistically sig-
nificant at p = 0.05. However, there are a number of customers whose po-
tential lifetime values are fairly large but their realized lifetime values are
small. They may be customers with high growth potentials. There are also
some customers who have large realized lifetime values with relatively small
potential lifetime values.
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Fig. 7.8 Realized lifetime value versus potential lifetime value (From Kim et al. 1999).

7.8 Valuing a Firm’s Customer Base

As mentioned at the beginning of this chapter, one of the important applica-
tions of customer valuation is to value the firm’s customer base. This value
should relate to the firm’s stock market value, and hence be of significant in-
terest to senior management. In addition, it helps other firms who might be
interested in acquiring the company determine what would be a reasonable
price.

Gupta et al. (2004a) applied a simple retention model of lifetime value
to assess the value of five firms’ customer bases. The analysis is conducted
at the customer cohort level, where cohort 0 is the current customer base,
cohort 1 is the customers to be acquired next year, cohort 2 is the customers
to be acquired the year after, etc. The lifetime value of cohort 0 is:

Tt

LTVy = ng Z my———— — NgCo (7.3)
= 1+

where

LTV, = Lifetime value of the current customer base.

ng = The current number of customers.

my = The margin contributed by the average customer in the t¢th period of
their lifetime.

r = Retention rate.

co = Acquisition cost per customer among current customers.

Equation 7.3 is the standard simple retention model with acquisition costs
subtracted to produce the net profit contribution of the cohort.

The authors recognize that an important contributor to the long-term
value of the company (which supposedly is what the stock market and any
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acquirer should take into account) is the future set of customers to be acquired
by the company.
In general, we have:

LTV—Li A (7.4)
B e S A T '

where LTV}, is the net present value (in ¢ = 0) of the lifetime value of the
customer’s to be acquired k periods from now. Summing Equation 7.4 over

all cohorts (k =0,1,...,00) yields the total value of the customer database:
CustomerValue = i L i m e kG (7.5)
B (R L A (R R (R L '

The authors devote considerable time to estimating the key components
of their model. To estimate ng, the number of customers to be acquired k
periods from the present, they obtain quarterly data on the size of each firm’s
customer base and estimate a diffusion-like growth model to project ny into
the future. This of course assumes the pattern of acquiring customers can
be projected into the future, but the model is estimated on quarterly data
over 5 years, fits well, and incorporates the notion of a peak and subsequent
decline, so is realistic. To estimate contribution margin m, the authors use
company annual reports and divide by the number of customers. We should
note that they are using an average cost, not an incremental cost which
will be important in businesses that have high fixed costs such as retailers
or distribution businesses. They are able to calculate this number for the
cohorts in their historical data, and find them to be fairly stable from cohort
to cohort. In addition, they assume that the profit contribution for a given
cohort does not change over time, given of course that the customer is still a
customer.

The authors estimate acquisition costs by dividing the number of acquired
customers by marketing costs. This is a fairly strong assumption, but four of
the five firms they investigated were relatively new at the time of their study,
so the assumption amounts to the majority of marketing expenditures going
toward customer acquisition at least in the early periods. This assumption
will break down in the future, but by that time the discount factor would
make this not too bad an assumption. The authors estimate retention rate
by consulting industry experts and other published data. The retention rates
ranged from 70% for Amazon to 95% for Ameritrade. Finally, the authors
used a discount rate of 12%.

The key results are shown in Fig.7.9. The figure shows that customer
valuation calculated via Equation 7.5 matches the stock’s market value (share
price times number of shares) very well for Ameritrade, Capital One, and
E* Trade. Interestingly, the customer valuation strongly under-estimates the
market value of Amazon.com and eBay.
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Fig. 7.9 Customer base valuation versus stock market value (From Gupta et al. 2004a).

The authors offer potential explanations, e.g., they cite reports that claim
the market might be over-valuing eBay. Also, they discuss that the unique
nature of eBay as a representative of buyers and sellers, makes it difficult to
calculate the number of “customers.”

The authors also raise the possibility that the model is not capturing all
the phenomena the market is using the value the customer and hence the
firm. For example, the simple retention model does not capture the value
of word-of-mouth, which might be significant for Amazon and eBay. The
market might also be thinking of extending the Amazon and eBay brand
names into other industries. For example, Amazon started as a purveyor of
books, and now sells DVD’s, electronic equipment, etc. eBay started as a US
company, but is now seeking to extend its reach to China. These issues would
be factored into the lifetime value calculation by including add-on selling, or
allowing margin contributions to increase over time, whereas Gupta et al.
assumed they were constant.

There are technical issues in lifetime value calculation that might influence
the accuracy of the simple lifetime value formula. First, if the customer base is
highly heterogeneous in retention rates, using an average retention rates can
underestimate lifetime value. Second, the authors are using a simple retention
model on a quarterly basis and a migration model might be more appropriate,
where customers could leave and then come back (Chapter 5). This might be
accommodated indirectly by the model since the model calculates the number
of additional customers each period, not distinguishing whether they are truly
new to the firm or customers who are migrating back.

In any case, this is very promising and interesting work. It clearly demon-
strates the potential to relate the value of a firm’s long-term customer base
with the market’s assessment of the value of the firm. The three cases where
the model predicts well show the potential of the approach; the two cases
where the model does not predict well opens the door for future research.
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Chapter 8
Sources of Data

Abstract “Data” is the first word in database marketing with good rea-
son — the quality, impact, and ultimately, ROI of database marketing pro-
grams depend on the availability of good data. We discuss the various types
of customer data available, e.g., customer demographics, transactions, and
marketing actions, and the sources that provide these data such as internal
records, commercially processed numbers and segmentation schemes, exter-
nally available customer lists, and primary survey data.

8.1 Introduction

The customer information file (CIF) is the building block for database mar-
keting. A customer-focused company always makes its decisions based on the
analysis of customer data, and a detailed customer record is the prerequisite
for useful analysis.

Customer information may include everything about customers, ranging
from their names, addresses, phone numbers, their demographic and lifestyle
information, transaction histories, and everything that can be derived from
customer contacts. It is true that more detailed information leads to better
decision-making. However, there is a trade-off between costs and benefits of
collecting data. Therefore, it is a good idea to prioritize each data element
once you list out the necessary data elements to be included in your customer
information file.

The task of constructing the customer information file ideally begins with
the objectives its users set. Hence, its size and specific data elements depend
on the decision-making problems managers attempt to solve with the cus-
tomer information file. Unfortunately, some companies have made mistakes,
building their customer databases simply because their competitors have built
one or because of some vague vision that it would be good to have all “the
data” available. As a result, some companies have spent millions of dollars
assembling data and have not seen a clear pay-off. The poor performance of
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these investments has given “CRM” a bad name in many companies. In these
companies, CRM has become associated with huge information technology
investment in assembling data, but no clear plan on how to use it productively.

Accordingly, we recommend the following process for constructing a cus-
tomer database:

For example, in Step 1, a company’s managers may stipulate their desire
to focus on campaigns that reduce customer churn, and campaigns that in-
crease cross-selling. In Step 2, they list customer product ownership, customer
attrition, and previous campaign histories as the types of data they need to
support these activities. In Step 3, they list the exact data they want and
how they will obtain it. For example, they list the specific products for which
customer ownership is needed and how they will obtain these data.

The rest of this chapter focuses on Steps 2 and 3, the types of customer
data that are available, and the sources of these data. A fourth step not
covered here but discussed to some extent in Chapters10 and 25, is the
financial evaluation of the data themselves. Many companies may find it is
too expensive to compile a specific data field, even though the above process
has determined it would be valuable. Sometimes, the company can purchase
data from an outside source on a “trial basis,” see how well it works in the
predictive models that support its marketing activities, and if so, purchase
the data for the long term.

8.2 Types of Data for Describing Customers

There are no standard ways of classifying the types of data elements in-
cluded in customer information file. Moreover, the types of data elements are
different across industries and companies. For our convenience, we classify
them into (1) customer identification data, (2) demographic data, (3) psy-
chographic or lifestyle data, (4) transaction data, (5) marketing action data,
and (6) other types of data.! We focus on the common data elements that
most companies have in their customer information file.

8.2.1 Customer Identification Data

Customer identification data is the most basic customer information, cover-
ing various classification data, the customer’s contact addresses, and other
useful customer-identification data. More specifically, they include customer’s

1 We did not include competitive data in our typology because most companies do not
have them. However, in Section 8.3.3 we discuss the use of surveys to acquire competitive
information for a small sample of customers and infer from that the competitive behavior
of the rest of the customers.
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name (first, middle, last, prefix and suffix), a unique id, home and business
addresses, home, business and mobile telephone numbers, email addresses,
date of birth, and so on. For business customer data, they may also include
names of contacts, departments, fax numbers, etc.

Customer identification information is rarely used in building (statisti-
cal) response models partially because it is nominally scaled.? However, they
are critical in maintaining the customer relationship because they provide
the means to contact the customer. Catalogers can’t send their catalogs to
customers without customers’ correct addresses. Telemarketers can’t initiate
selling activities without customer’s phone numbers.

There are two customer identification fields worthwhile to mention in
greater detail. The first is the customer ID that is uniquely assigned to each
customer upon her first contact with the company. Later this customer id is
used as a key field to link to other databases. Once the ID is assigned for a
customer, the same ID will be used for her repeat visits/contacts. That is, in
order to keep track of all customer interactions, we should have a system to
identify who a customer is and then pull her customer ID or assign a new cus-
tomer ID. It is relatively easy to keep track of purchases made by using store
(credit) cards that have the ID number on the card. Similarly, online sellers
will easily identify customers if they log in with their User IDs. But some cus-
tomers may pay cash or by a new credit card. Many retailers have difficulty
identifying customers without store cards. These retailers attempt to match
repeat customers by name, address, phone number or their combination.

Second, identification fields such as address and phone number need to be
regularly updated. More than 40 million Americans change their addresses
annually. In a year, 17% of consumers move and 22% of businesses move. It
is important to keep customers’ addresses accurate and up-to-date. A fast
and cheap way of updating address is to employ a NCOA (National Change
of Address) supplier licensed by the United States Postal Service. To use
this service, all customer names with their addresses are sent to the NCOA
service provider. Then the data is typically standardized to confirm to the
USPS requirements including ZIP 44 code. Next is to match the data against
the NCOA file containing records of old and new addresses for people who
moved during the last couple of years. The new addresses are provided for
those matched customers. Even though it will not guarantee 100% coverage,
it is far less expensive and faster than other address updating methods (e.g.,
correcting by customer survey).> Many companies regularly update their cus-
tomer information file through this NCOA service once or twice a year.

2 Date of birth and address can be converted to “age” and “location” and these factors
can be important in predictive models. However, when they have been put in a usable
form, we consider them demographic data.

3 The standard fee is $3/M with an NCOA hit rate of 3% (Robinson 2002). However,
some vendors charge a fee on a “hit per name” basis, generally less than 5 cents per
name.
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8.2.2 Demographic Data

Demographic data spans the kinds of data fields that US Census Bureau
collects every 10 years. They include the age of head of household, family
income, family size, occupation of head of household, marital status, presence
of children, length of residence, education level, own or rent, type of dwelling,
car ownership and its types, gender, race, and so on. For business customers,
they may also include data ranging from the race of the CEO, to the number
of employees, sales volume, years in business, and so on.

Demographic information is especially useful for targeting prospects. Mar-
keting researchers have found that the best predictors for customers’ fu-
ture purchase behaviors are their historical purchase/transaction informa-
tion. However, transactional data is mainly available for current customers.
In order to target prospects without any transactions, we need to uti-
lize their demographic (and/or psychographic) characteristics that are ob-
servable to marketers. For example, from current customers we could use
a predictive model to identify what types of demographic characteristics
a high-value customer has. Then we target prospects whose demographic
profiles are similar to those of current high-value customers. And once
prospects become customers, transaction data is collected to fine-tune tar-
geting.

Most companies often do not have enough demographic information in
their customer information files. It is especially true for companies that have
built customer information files based on legacy databases scattered across
various departments. As discussed later, those companies can enhance cus-
tomer information files through overlaying demographic data provided by
external data providers. Demographic data are available both at individual
or geographical aggregate level. Individual level data are more accurate, but
more expensive, and sometimes are not available. The aggregate data are
the average demographic values of customers living in the same geographic
boundary such as census tracts, ZIP codes, Zip+4, and postal carrier routes.
For example, customer income is usually not available on a customer basis,
since IRS filings are private. In that case, income for individual customers
may be assumed equal to the average for their census tract.

8.2.3 Psychographic or Lifestyle Data

Lifestyle is a way of life or style of living that reflects the attitudes and values
of a consumer while psychographics are psychological characteristics of con-
sumers such as attitudes, values, lifestyles, and opinions. Generally, lifestyles
and psychographics are used interchangeably. Specific questions to measure
lifestyles consist of three groups: activities on hobbies, vacation, entertain-
ment, club membership, sports, etc.; interests in family, job, fashion, food,
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media, etc.; opintons on politics, business, economics, educations, products,
culture, etc. (Plummer 1974).

Product usage or ownership can be classified as psychographic data since
we can infer customers’ attitude and behavior from their product usage.
For example, Best Buy would like to know its customer’s attitude toward
technology, innovativeness, and market mavenism. Best Buy would also like
to know its customer’s use of various electronic products, as well as other
products that may be complementary to electronic products. For example,
hiking would be relevant information to know for Best Buy because they
might be able to sell hikers electronic gizmos such as GPS locaters. Database
marketers often purchase consumer “response lists” to collect these psycho-
graphic information. Consumer response lists are lists of individuals who
have some identifiable product interest (e.g., martial art equipments or digi-
tal cameras) and have a proven willingness to buying by mail (Roberts and
Berger 1999). There are several subcategories of consumer response lists.
Buyer lists (those who have bought a product or service) and subscription
lists (those subscribing to a publication) are most meaningful for database
marketers. For example, the Nordstrom Quality Women Apparel (buyer) list
includes about 500,000 purchasers of apparel from Nordstrom during the past
12 months.

Lifestyle research has grown out of the limitation of demographic vari-
ables to explain heterogeneous purchase behavior across consumers. Still few
companies are collecting individual lifestyle data for their own database mar-
keting use, partially because of large collection costs, even though they often
purchase some lifestyle information from consumer response lists. However,
database marketers should note that traditional marketing researchers have
successfully used lifestyle data for targeting (or segmenting) prospects for
a long time. It may be valuable to conduct a lifestyle survey for a sample
of current customers and identify what types of lifestyle characteristics a
high-value customer has. Then we might link those lifestyle characteristics
to demographic or transaction data that we have available for all customers.
Through the chain demographic/transaction data = lifestyle = customer
value, we can target the customers we want.

The best-known lifestyle segmentation system is VALS, formerly known
as the Values and Lifestyles Program, developed in 1978 by the Stanford
Research Institute (SRI) and now owned and operated by SRI Consulting
Business Intelligence (SRIC-BI). VALS was one of the first major consumer
segmentation programs based on consumer lifestyle characteristics. It corre-
lated people’s values about social issues such as abortion rights and military
spending with their product and media preferences. In 1989, VALS was re-
vised. Psychological characteristics such as excitement-seeking were found
to be more powerful predictors of consumer behavior and more stable over
time than social values were. Over the years, many consumer product compa-
nies have used VALS for new product development, positioning and effective
advertising.
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VALS classifies American adults into eight distinctive groups: Innova-
tors, Thinkers, Achievers, Experiencers, Believers, Strivers, Makers, and Sur-
vivors. The segments differ in terms of attitudes, decision making patterns,
and purchases of products, services, and media. As shown in Fig.8.1, the
VALS segments are defined along two fundamental dimensions: primary mo-
tivation (horizontal dimension) and resources available, which is associated
with innovative behavior (vertical dimension). VALS points out that peo-
ple are driven by three powerful primary motivations: Ideals, Achievement,
and Self-Expression. Resources refer to education, income, self-confidence,
health, eagerness to buy things, and energy level. For example, Achiev-
ers have goal-oriented lifestyles and a deep commitment to career and
family. They value consensus, predictability, and stability over risk, in-
timacy, and self-discovery. For more detailed descriptions on VALS, see
http://www.sric-bi.com/VALS /types.shtml. GeoVALS estimates the per-
centage of the eight VALS types by DMA (designated metropolitan area)
and zip code. Japan-VALS segments Japanese consumers.

8.2.4 Transaction Data

Transaction data are the most powerful data for predicting future customer
purchase behavior. In fact, scanner data researchers for the last two decades
have developed various models predicting consumer purchase behavior of
packaged goods based on transaction histories. In addition, transaction data
cannot typically be purchased outside.* Transaction-related data can be col-
lected across various channels through which a company interacts with cus-
tomers. In addition, valuable transaction information can internally be found
in various departments such as customer service, fulfillment, billing, and ac-
counting.

Generally, transaction data include purchase date, purchased items with
their product categories, sizes, and prices, purchase amount, method of pay-
ment, discount, sales tax, return code, allowances, salesperson ID, and so
on. Interpreting customer transactions more broadly, transactions are the
outcomes of a process: attention, intention, desire, and action. Hence, we
treat any transaction-related information before and/or after the purchase
(e.g., product/service inquiry, Web clickstream data, customer complaints,
customer satisfaction scores) as transaction data.

Because of data storage and maintenance costs, some companies only save
some part of transaction data or its summary. For example, a typical telecom-
munication company has tens of million customers and each customer makes
several calls a day. The size of calling data easily becomes terabytes in weeks.

4 Transaction data defined here do not include product usage or ownership information
that can be purchased through consumer response lists. That is, we limit our attention
to the transaction-related information specific to the firm’s product or service.
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Fig. 8.1 Eight segments of VALS (From The VALS Segments, copyrighted graphic used
with permission: SRI Consulting Business Intelligence, http://www.sric-bi.com/VALS/
types.shtml).

Hence, instead of saving all calling data, the transaction data are recorded
in summarized quantities (total number of calls made each day, the most
frequently called numbers, etc.). As the data storage and access costs drop,
we expect that more data will be stored in raw form.
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8.2.5 Marketing Action Data

Marketing action data and transaction data may be the most important
types of data for efficient marketing strategies and tactics. Marketing action
information covers all marketing efforts directing to customers and prospects
whereas transaction information is their responses to the marketing effects.
For example, if we send out a catalog and the customer responds, the mailing
of a catalog is marketing action data and the response or no response is
transaction data.

Remember that our ideal objective in database marketing is to find the
optimal set of marketing activities over time that will maximize the cus-
tomer’s long-run profit contribution. The control variables in our hands are
marketing activities. Should we send the catalog to a customer? Should the
salesperson visit the customer to cross-sell other products? We can make all
these marketing decisions efficiently if we have records on historical mar-
keting activities and the corresponding customer responses or performances.
Hence, if possible, the two should be linked. Surprisingly, however, not many
companies record marketing action information partially because it is time-
consuming and cumbersome without an automatic recording system. And
it is sometimes difficult to link the marketing activities and the customer
response when the firm employs multiple channels. For example, customer
may receive a catalog and the catalog encourages the customer to buy on the
Internet. So is this purchase matched to the catalog or the Internet? This is
important for companies that want to evaluate their marketing efforts. (See
Chapter 25 for more discussion.)

Similar to the case of transaction data, marketing efforts are the outcome of
an ongoing interaction process with the customer. Accordingly, the gathering
of marketing action data is an ongoing process. Consider the case of the
life insurance industry. Marketing action data would include the number of
communications sent to customers (or prospects), the kinds of promotional
offers that were delivered, when the salesperson contacted the customer, when
thank you letters were mailed, and any follow-up conducted by the customer-
care department or by the sales representative.

Marketing data are also very diverse depending on the type of business.
The major marketing activity of a direct marketer is to select a group of
customers out of its house list and send mailing packages to them. The di-
rect marketer should record customer lists of who received each mailing, the
content of mailings such as types of products and amount of discounts, date
of mailing, costs of mailing, etc. Marketing action data can be very complex
when the sources of selling products and services are diverse. For example,
an insurance company may sell its products through the Internet, in-house
or outside telemarketing agency, own sales force or brokers, or alliances with
other financial institutions. Marketing strategies differ across these various
channels, so the types of marketing action data differ as well. In addition,
the difficulty in collecting marketing action data is expected to differ across
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various channels. Data collection is relatively easy with the Internet. It may
be extremely difficult with brokers because sometimes their sales represen-
tatives do not record their selling activities or, even if they do, they are not
willing to share this information with the insurance company.

8.2.6 Other Types of Data

Financial data are especially important for financial institutions and ser-
vice providers who require monthly payments. Some external data providers
supply customer-level financial data. For example, Fair Isaac Inc. has de-
veloped a credit score called a FICO score (Myers Internet 2005). A FICO
score attempts to condense a customer’s credit history (e.g., late payments,
amount of time credit has been established, length of time at present resi-
dence, employment history) into a single number representing the financial
risk of the customer. That is, a FICO score is the likelihood that credit users
will pay their bills. There are actually three FICO scores computed by data
provided by each of the three credit bureaus — Experian, Trans Union, and
Equifax.

Some companies also include in their customer information files descriptors
they calculate or infer about each customer. These are often derived from
statistical models. Examples are lifetime value, values of RFM, credit score,
up-selling score, cross-selling score, selling productivity, and so on. The actual
score or a decile-ranking may be recorded.

8.3 Sources of Customer Information

Once customer information needs have been defined, we list the specific data
fields required to achieve the information objective and determine how to
collect them. The goal is to collect the most accurate or valuable information
as cheaply as possible. Understandably, there is a tradeoff between the value
of information and its acquisition costs.

Marketing researchers have classified marketing research data into primary
and secondary data (Malhotra 1993). A researcher collects primary data for
the specific purposes of addressing the problem at hand. Collecting primary
data is expensive and time-consuming. On the other hand, secondary data are
data that have already been collected for purposes other than the problem
at hand. Secondary data are easier and faster to collect. Secondary data
are classified into two types: internal and external. Internal data are those
generated within the organization for which the research is being conducted,
while external data are generated outside of the organization.

We use the same topology in classifying sources of customer informa-
tion: internal (secondary) data, external (secondary) data, and primary data.
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As explained, internal data are the cheapest to collect, followed by exter-
nal data and primary data. In contrast, primary data are the most time-
consuming to collect, followed by external and internal data. Hence, when
we collect customer data, first we should look internally. If the data are
there and its accuracy or quality is acceptable, we stop. But if not, we look
for external data sources. And the final medium we rely upon is primary
data.

8.3.1 Internal (Secondary) Data

Internal sources should be a starting point for the customer information file.
Most companies have vast amounts of internal data, more than they ex-
pected to have. Data may have been collected and stored for other business
purposes than marketing. For example, order processing or fulfillment sys-
tem may have compiled order-taking channels, inventory availability, and
delivery information. Billing and accounting computer systems may store in-
formation on pricing, sales volume, discounts, and net price paid. Contact
management systems for the sales force often have valuable information on
customer profiles, contact dates, types of promotions offered, and even the
content of conversation. Providing information on customer complaints and
satisfactions, the customer service department is another valuable internal
data source. The marketing and/or sales department stores customer trans-
action histories and records for various marketing activities. An important
but easily ignored source of data that marketing department may have is
prospect data. They may come from participants of sweepstakes, names of
the gift receivers, or names having called the 800 number.

Unfortunately, managers often do not know exactly where the internal
data are stored. Or some of them are not in usable format. This is one of the
reasons why the issue of data warehousing is important. A data warehouse
is the process of assembling data from various sources, transforming and
organizing it into a consistent form for decision-making and providing users
with access to this information (Man 1996). That is, a data warehouse is a
repository of data gathered from various departments for business decision
making. A properly constructed data warehouse provides the company with a
more precise understanding of its customer behaviors. For example, Victoria’s
Secret Stores, the US lingerie chain, used to spend too much time collecting
information without thinking about using it (Goldberg and Vijayan 1996). Its
data warehousing efforts allowed them to learn that its system of allocating
merchandise to its 678 shops, based on a mathematical store average, was
wrong. An average store sells equal numbers of black and ivory lingerie while
stores in Miami sells ivory by a margin of 10 to 1.

In addition, a data warehouse helps the company to become more
customer-centric since data from various functional areas are integrated
around customers. With integrated customer databases, many banks such as
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BankAmerica Corp. and Bank One Corp. can provide branch and cus-
tomer service employees with comprehensive customer relationship informa-
tion (Barthel 1995). As a result, they can improve customer services by sat-
isfying inquiries about various accounts through a single point of contact. In
addition, data integration allows banks to identify cross-selling possibilities
more readily.

Typically thousands of users with different needs want to use a data ware-
house. Hence it is not frequently efficient to meet the needs of all users with
a single warehouse. The solution can be a “data mart” that is a kind of
a departmental data warehouse. A data mart is a specialized system that
stores the data needed for a specific department or purpose (e.g., market-
ing data mart). The (enterprise) data warehouse is the central repository
for all company data with extensive data elements available while a data
mart is considered as a subset of the data warehouse specializing in a nar-
row subject or functional area. For example, the Magazine division of AOL-
Time Warner may have its own marketing data mart to satisfy its specific
needs. The data mart is created and updated by tapping the enterprise data
warehouse.

Compared to a data warehouse, the size of a marketing data mart is rel-
atively small, hence the cost of building a marketing data mart is lower and
only several months are required to build it. Recently, however, the size of
many marketing databases is increasing rapidly. Several companies have re-
ported that their marketing data marts are approaching the terabyte level
(Stedman 1997). For example, Fleet Financial Group is building a 1 TB data
warehouse and a 500 GB accompanying marketing database. MCI has 2.5 TB
of sales and marketing information and Charles Schwab & Co. has built a
customer data mart close to 1TB. Experiencing performance degradation
due to the size of their marketing data mart, they have negotiated with end
users to include only critical information in the marketing data marts. Often,
they separate the marketing database into even smaller pieces to increase
query performance. For example, MCI has built 16 separate marketing data
marts such that each is smaller than 100 GB.

8.3.2 External (Secondary) Data

Internal data do not always satisfy the data requirements specified by man-
agers. Therefore, database marketers often purchase external data for two
purposes. First, they may rent (targeted) customer lists for prospecting. Sec-
ond, they may want to augment their customer information files by attaching
various demographic and lifestyle characteristics. This is called data enhance-
ment. To enhance your data, you would send your customer list (with iden-
tification information such as names and addresses) to a list enhancer and
request that a couple of demographic characteristics (e.g., occupation) be
attached to those customers. The list enhancer runs your list through its
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proprietary database by matching your names/addresses to theirs (Roberts
and Berger 1999). Demographic information would be appended to those cus-
tomers when your customers are on the list enhancer’s customer list. The list
enhancer returns back the enhanced data disk to you.

For marketing researchers, there are many external data sources including
federal and state government, trade associations, commercial data providers,
and marketing research firms (Malhotra 1993). In this section, we will limit
our discussion on external data sources that are more relevant to database
marketers.

8.3.2.1 US Census Data

US Census data are an easy and quick external source for enhancing your
customer information file. The Census Bureau conducts a full census every
10 years and now the Census 2000 data is available (www.census.gov). In
order to reduce the burden on citizens by asking too many questions, the
Census Bureau introduced the long form along with the short form. Five out
of six households get a short form containing only the basic demographic
questions while the remaining household is asked to fill out the long form
containing more than 100 questions about its lifestyles and backgrounds.

The US Census contains very useful information for database marketers.
For example, variables in the census include household income, per capita
income, education level, types of occupations, home values, rent or own,
age of the head of the household, and so on. Individual-level census data
are not available due to privacy concerns. However, geographical aggregate
(average) information is made available to the public. The census data are
available at zip code or block group levels. A block may have as few as 10-20
families in it, and their demographic characteristics in the same block are
expected to be similar. Some data elements such as population and income
are available at the block group level whereas others (e.g., place of birth by
citizenship status, real estate taxes) are only available at the census track
level.

Commercial data vendors use census data along with other data to make
these data easier and more convenient for database marketers. Considering
that the census is conducted every 10 years, they also provide the projected
data for each year.

8.3.2.2 Mapping Data

Geocoding is the process of assigning latitude and longitude coordinates to a
location. Geomarketing vendors provide geocoding services that can enhance
your customer information files by assigning coordinates to each address, ZIP
code, or ZIP + 4. Before assigning coordinates, they also verify whether the
address is consistent with USPS standard.
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Once the location coordinates are attached to the address records, mapping
software can display the location on the map. Distances can be calculated
between each customer and various store locations. The data can also be use-
ful for presentations and overall understanding of the market from a spatial
location perspective. And if it is integrated with marketing information (e.g.,
customer’s demographic characteristics), it can be a valuable tool for both
managers and analysts. For example, mapping can help retailers and banks
to find a location for a new branch.

8.3.2.3 Individual Level Data

Several external data vendors provide list enhancement services at the in-
dividual customer level. For example, Donnelly Marketing, a subsidiary of
InfoUSA, has various demographic and lifestyle information for over 225 mil-
lion individuals and 100 million unique households. For each individual or
household, it offers over 250 variables that can be appended to a client’s
customer information file. They include gender, age, estimated household
income, home ownership, estimated home value, dwelling type, credit card
information, mail order buyers, auto ownership, ethnicity, marital status,
newlyweds, and so on (see http://www.infoUSA.com).

InfoUSA also provides list enhancement service for businesses. Extracted
from various sources such as yellow pages, annual reports, leading business
magazines and newspapers, and 17 million phone calls to verify information,
its business database has over 14 million US businesses. Clients can enhance
their business lists with more than 70 variables including type of business,
sales volume, number of employees, the race of CEQ, the establishment date,
credit rating, phone number and fax number, and so on.

There are at least four major vendors competing in the list enhance-
ment business: Acxiom, Experian, Equifax (previously R. L. Polk & Co.),
and InfoUSA. Each vendor is slightly different in compiling its lists ini-
tially. For example, R. L. Polk & Co. complied its lists from the state motor
vehicle registration information along with various public records. Hence,
it has some automobile specialized information such as the make, model,
and year of the automobile owned. Having sold its Consumer Information
Solution group to Equifax, Polk now focuses on the automobile industry
(http://www.polk.com). On the other hand, Donnelley Marketing originally
compiled its lists through telephone and city directories. Now sources of its
lists are expanded to mail order buyers and subscribers, magazine subscribers,
credit information and other public sources. In 1999, Donnelley Marketing
became the wholly owned subsidiary of InfoUSA, which was already a well-
known provider of business databases.

An innovative way of collecting lifestyle data has been crafted by NDL
(National Demographics and Lifestyles) in the 1970s.°> NDL compiles its

5 Afterwards, NDL has been acquired by R. L. Polk.
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data by providing warranty card processing services to manufacturers and
retailers. The manufacturer inserts warranty cards in its product packag-
ing along with a lifestyle survey provided by NDL. NDL processes the
data, provides the warranty information with some lifestyle data to the
manufacture, but keeps adding all the information to its customer lifestyle
database.

Even large compilers can not achieve 100% matches with a typical cus-
tomer database. About 80-90% of a company’s customer lists are covered by
the large compilers (Roberts and Berger 1999). Moreover, for those lists of
names matched, some data elements may not be available at the individual
level. Compilers provide various geographic average values (e.g., ZIP, ZIP 44
or block groups) for those data elements. Understandably, it costs more to en-
hance at the individual level. In addition, some data elements such as income
are often the inferred values that are the outputs of a statistical model. For
example, we can think of an income prediction model where the dependent
variable is income and the independent variables may be the age of household
head, automobile ownership, type and make of the car, home value, types of
occupation, etc. The model is estimated on a group of individuals for whom
individual-level income is available. The model can then be used to predict
income for all households.

8.3.2.4 Pre-modeled or Cluster Data

Having applied customer analysis to customer (individual or geographic
level) and business data, some external data providers segment the entire
US population into several groups. Taking hundreds of demographic and
lifestyle variables for each subject, a clustering algorithm attempts to find
a number of clusters such that subjects in the same cluster are as homo-
geneous as possible and, at the same time, subjects in the different clus-
ters are as heterogeneous as possible in terms of their characteristics. Once
the plausible number of clusters is determined, each segment is character-
ized by the average values of its subjects’ demographic, lifestyle, psycholog-
ical, and media interest. See Chapter 16 for further discussion of “cluster
analysis.”

These segment codes can be said to be pre-modeled information in that
they are the output of external data vendors’ clustering algorithm. They
can save your time and effort in modeling since it is already modeled. Once
you have your customer lists cluster-coded, you can tell to which segment
each customer belongs and enumerate his/her various characteristics based
on the norms for that segment. Clustering information is sometimes crit-
icized because it is too aggregated and/or demographic and lifestyle vari-
ables cannot explain the heterogeneity of purchase behavior among cus-
tomers. For example, you wouldn’t expect that the percentage of cat owners
for one cluster would be significantly different than that for other clusters.
However, clustering information is useful for targeting prospects at least.
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Moreover, it helps you to develop appropriate advertising copy and media
selections.

PRIZM is one of the first demographic and lifestyle based segmentation
schemes (http://www.claritas.com). Developed by Claritas, PRIZM is based
on the principle that “birds of a feather flock together.” That is, people of
similar demographic and lifestyle characteristics tend to live near each other.
Applying a series of cluster and factor analyses to US Census data, it clusters
census block groups with similar characteristics into 66 neighborhood types,
listed in Table 8.1. With similar profiles in terms of demographic and lifestyle
characteristics, each cluster has a unique name such as Blue Blood Estates,
Furs & Station Wagons, Shotguns & Pickups, and Young Influentials. Once
the customer information file of a client is PRIZM-coded, you can improve
your targeting decision for prospects.

More recently, Looking Glass has developed a segmentation scheme called
Cohorts. Unlike PRIZM, Cohorts is based on self-reported household level

Table 8.1 Brief descriptions of the 66 PRIZM-NE clusters (Courtesy of Claritas, Inc.,
accessed August 8, 2007. Available at http://www.claritas.com/MyBestSegments/Default.
jsp?ID = 30&SublID = &pageName = Segment%2BLook-up)

Segment Name Descriptions
GROUP Ul: Urban uptown
04 Young With the boom in new computer and digital technology, this
Digerati cluster represents the nation’s tech-savvy singles and couples
living in fashionable neighborhoods on the urban fringe
07 Money and  The residents of Money & Brains seem to have it all: high
Brains incomes, advanced degrees and sophisticated tastes to match

their credentials. Many of these city dwellers, predominantly
white with a high concentration of Asian Americans, are
married couples with few children who live in fashionable homes
on small, manicured lots.
16 Bohemian A collection of young, mobile urbanites, Bohemian Mix
Mix represents the nation’s most liberal lifestyles. Its residents are a
progressive mix of young singles and couples, students and
professionals, Hispanics, Asians, African-Americans and whites.
In their funky rowhouses and apartments, Bohemian Mixers are
the early adopters who are quick to check out the latest movie,
nightclub, laptop and microbrew.
26 The Cos- The continued gentrification of the nation’s cities has resulted
mopolitans  in the emergence of this segment-concentrated in America’s
fast-growing metros such as Las Vegas, Miami and
Albuquerque. These households feature older homeowners,
empty nesters and college graduates who enjoy leisure-intensive

lifestyles.
29 American American Dreams is a living example of how ethnically diverse
Dreams the nation has become: more than half the residents are

Hispanic, Asian or African-American. In these multilingual
neighborhoods — one in ten speaks a language other than
English — middle-aged immigrants and their children live in
middle-class comfort.

(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

GROUP U2: Midtown mix

31 Urban
Achievers

40 Close-In
Couples

54 Multi-Culti
Mosaic

Concentrated in the nation’s port cities, Urban Achievers is
often the first stop for up-and-coming immigrants from Asia,
South America and Europe. These young singles and couples
are typically college-educated and ethnically diverse: about a
third are foreign-born, and even more speak a language other
than English.

Close-In Couples is a group of predominantly older,
African-American couples living in older homes in the urban
neighborhoods of mid-sized metros. High school educated and
empty nesting, these 55-year-old-plus residents typically live in
older city neighborhoods, enjoying secure and comfortable
retirements.

Capturing some of the growth of new immigrants to the USA —
Hispanics now number 38 million people — this cluster is the
urban home for a mixed populace of younger Hispanic, Asian
and African-American singles and families. With nearly a
quarter of the residents foreign born, Multi-Culti Mosaic is a
mecca for first-generation Americans who are striving to
improve their lower middle class status.

GROUP U3: Urban cores

59 Urban Elders For Urban Elders — a segment located in the downtown

61 City Roots

65 Big City
Blues

66 Low-Rise
Living

neighborhoods of such metros as New York, Chicago, Las Vegas
and Miami — life is often an economic struggle. These
communities have high concentrations of Hispanics and
African-Americans, and tend to be downscale, with singles
living in older apartment rentals.
Found in urban neighborhoods, City Roots is a segment of
lower-income retirees, typically living in older homes and
duplexes they’ve owned for years. In these ethnically diverse
neighborhoods — more than a third are African-American and
Hispanic — residents are often widows and widowers living on
fixed incomes and maintaining low-key lifestyles.
With a population that’s 50% Latino, Big City Blues has the
highest concentration of Hispanic Americans in the nation. But
it’s also the multi-ethnic address for downscale Asian and
African-American households occupying older inner-city
apartments. Concentrated in a handful of major metros, these
young singles and single-parent families face enormous
challenges: low incomes, uncertain jobs and modest educations.
More than 40% haven’t finished high school.
The most economically challenged urban segment, Low-Rise
Living is known as a transient world for young, ethnically
diverse singles and single parents. Home values are low — about
half the national average — and even then less than a quarter of
residents can afford to own real estate. Typically, the
commercial base of Mom-and-Pop stores is struggling and in
need of a renaissance.

(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

GROUP S1: Elite suburbs

01

02

03

06

Upper Crust The nation’s most exclusive address, Upper Crust is the

Blue Blood
Estates

Movers &
Shakers

Winner’s
Circle

wealthiest lifestyle in America — a haven for empty-nesting
couples over 55 years old. No segment has a higher
concentration of residents earning over $200,000 a year or
possessing a postgraduate degree. And none has a more opulent
standard of living.

Blue Blood Estates is a family portrait of suburban wealth, a
place of million-dollar homes and manicured lawns, high-end
cars and exclusive private clubs. As the nation’s
second-wealthiest lifestyle, it’s characterized by married couples
with children, college degrees, a significant percentage of Asian
Americans and six-figure incomes earned by business
executives, managers and professionals.

Movers & Shakers is home to America’s up-and-coming business
class: a wealthy suburban world of dual-income couples who are
highly educated, typically between the ages of 35 and 54 and
often with children. Given its high percentage of executives and
white-collar professionals, there’s a decided business bent to
this segment: Movers & Shakers rank number-one for owning a
small business and having a home office.

Among the wealthy suburban lifestyles, Winner’s Circle is the
youngest, a collection of mostly 25- to 34-year-old couples with
large families in new-money subdivisions. Surrounding their
homes are the signs of upscale living: recreational parks, golf
courses and upscale malls. With a median income of nearly
$90,000, Winner’s Circle residents are big spenders who like to
travel, ski, go out to eat, shop at clothing boutiques and take in
a show.

GROUP S2: The affluentials

08

14

15

Executive
Suites

New Empty
Nests

Pools &
Patios

Executive Suites consists of upper-middle-class singles and
couples typically living just beyond the nation’s beltways. Filled
with significant numbers of Asian Americans and college
graduates — both groups are represented at more than twice the
national average — this segment is a haven for white-collar
professionals drawn to comfortable homes and apartments
within a manageable commute to downtown jobs, restaurants
and entertainment.
With their grown-up children recently out of the house, New
Empty Nests is composed of upscale older Americans who
pursue active — and activist — lifestyles. Nearly three-quarters of
residents are over 65 years old, but they show no interest in a
rest-home retirement. This is the top-ranked segment for
all-inclusive travel packages; the favorite destination is Italy.
Formed during the postwar Baby Boom, Pools & Patios has
evolved from a segment of young suburban families to one for
mature, empty-nesting couples. In these stable neighborhoods
graced with backyard pools and patios — the highest proportion
of homes were built in the 1960s — residents work as
white-collar managers and professionals, and are now at the top
of their careers.

(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

17 Beltway
Boomers

18 Kids &
Cul-de-Sacs

19 Home Sweet
Home

The nation’s Baby Boomers are now in their forties and fifties,
and this segment reflects one group of college-educated,
upper-middle-class homeowners. Like many of their peers who
married late and are still raising children, these Boomers live in
comfortable suburban subdivisions and are still pursuing
kid-centered lifestyles.

Upscale, suburban, married couples with children — that’s the
skinny on Kids & Cul-de-Sacs, an enviable lifestyle of large
families in recently built subdivisions. With a high rate of
Hispanic and Asian Americans, this segment is a refuge for
college-educated, white-collar professionals with administrative
jobs and upper-middle-class incomes. Their nexus of education,
affluence and children translates into large outlays for
child-centered products and services.

Widely scattered across the nation’s suburbs, the residents of
Home Sweet Home tend to be upper-middle-class married
couples living in mid-sized homes with few children. The adults
in the segment, mostly between the ages of 25 and 54, have
gone to college and hold professional and white-collar jobs.
With their upscale incomes and small families, these folks have
fashioned comfortable lifestyles, filling their homes with toys,
TV sets and pets.

Group S3: Middleburbs

21 Gray Power

22 Young
Influentials

30 Suburban
Sprawl

36 Blue-Chip
Blues

The steady rise of older, healthier Americans over the past
decade has produced one important by-product: middle-class,
home-owning suburbanites who are aging in place rather than
moving to retirement communities. Gray Power reflects this
trend, a segment of older, midscale singles and couples who live
in quiet comfort.
Once known as the home of the nation’s yuppies, Young
Influentials reflects the fading glow of acquisitive yuppiedom.
Today, the segment is a common address for young,
middle-class singles and couples who are more preoccupied
with balancing work and leisure pursuits. Having recently left
college dorms, they now live in apartment complexes
surrounded by ball fields, health clubs and casual-dining
restaurants.
Suburban Sprawl is an unusual American lifestyle: a collection
of midscale, middle-aged singles and couples living in the heart
of suburbia. Typically members of the Baby Boom generation,
they hold decent jobs, own older homes and condos, and pursue
cocooning versions of the American Dream. Among their
favorite activities are jogging on treadmills, playing trivia
games and renting videos.
Blue-Chip Blues is known as a comfortable lifestyle for young,
sprawling families with well-paying blue-collar jobs. Ethnically
diverse — with a significant presence of Hispanics and
African-Americans — the segment’s aging neighborhoods feature
compact, modestly priced homes surrounded by commercial
centers that cater to child-filled households.

(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

39

Domestic
Duos

Domestic Duos represents a middle-class mix of mainly over 55
singles and married couples living in older suburban homes.
With their high-school educations and fixed incomes, segment
residents maintain an easy-going lifestyle. Residents like to
socialize by going bowling, seeing a play, meeting at the local
fraternal order or going out to eat.

GROUP S4: Inner suburbs

44

46

49

52

New
Beginnings

Old Glories

American
Classics

Suburban
Pioneers

Filled with young, single adults, New Beginnings is a magnet
for adults in transition. Many of its residents are
twentysomething singles and couples just starting out on their
career paths — or starting over after recent divorces or company
transfers. Ethnically diverse — with nearly half its residents
Hispanic, Asian or African-American — New Beginnings
households tend to have the modest living standards typical of
transient apartment dwellers.

Old Glories are the nation’s downscale suburban retirees,
Americans aging in place in older apartment complexes. These
racially mixed households often contain widows and widowers
living on fixed incomes, and they tend to lead home-centered
lifestyles. They’re among the nation’s most ardent television
fans, watching game shows, soaps, talk shows and
newsmagazines at high rates.

They may be older, lower-middle class and retired, but the
residents of American Classics are still living the American
Dream of home ownership. Few segments rank higher in their
percentage of home owners, and that fact alone reflects a more
comfortable lifestyle for these predominantly white singles and
couples with deep ties to their neighborhoods.

Suburban Pioneers represents one of the nation’s eclectic
lifestyles, a mix of young singles, the recently divorced and
single parents who have moved into older, inner-ring suburbs.
They live in aging homes and garden-style apartment buildings,
where the jobs are blue-collar and the money is tight. But what
unites these residents — a diverse mix of whites, Hispanics and
African-Americans — is a working-class sensibility and an
appreciation for their off-the-beaten-track neighborhoods.

GROUP C1: Second city society

10

12

Second City
Elite

Brite Lites,
Li’l City

There’s money to be found in the nation’s smaller cities, and
you’re most likely to find it in Second City Elite. The residents
of these satellite cities tend to be prosperous executives who
decorate their $200,000 homes with multiple computers,
large-screen TV sets and an impressive collection of wines.
With more than half holding college degrees, Second City Elite
residents enjoy cultural activities — from reading books to
attending theater to dance productions.
Not all of the America’s chic sophisticates live in major metros.
Brite Lights, Li’l City is a group of well-off, middle-aged couples
who have settled in the nation’s satellite cities. Residents of
these typical DINK (double income, no kids) households have
college educations, well-paying business and professional careers
and swank homes filled with the latest technology.

(continued)
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Table 8.1 (continued)
Segment Name Descriptions
13 Upward More than any other segment, Upward Bound appears to be
Bound the home of those legendary Soccer Moms and Dads. In these

small satellite cities, upper-class families boast dual incomes,
college degrees and new split-levels and colonials. Residents of
Upward Bound tend to be kid-obsessed, with heavy purchases
of computers, action figures, dolls, board games, bicycles and
camping equipment.

GROUP C2: City centers

24

27

34

35

41

Up-and- Up-and-Comers is a stopover for young, midscale singles before

Comers they marry, have families and establish more deskbound
lifestyles. Found in second-tier cities, these mobile,
twentysomethings include a disproportionate number of recent
college graduates who are into athletic activities, the latest
technology and nightlife entertainment.

Middleburg  Middleburg Managers arose when empty-nesters settled in

Managers satellite communities that offered a lower cost of living and
more relaxed pace. Today, segment residents tend to be
middle-class and over 55 years old, with solid managerial jobs
and comfortable retirements. In their older homes, they enjoy
reading, playing musical instruments, indoor gardening and
refinishing furniture.

White Picket Midpoint on the socioeconomic ladder, residents in White

Fences Picket Fences look a lot like the stereotypical American
household of a generation ago: young, middle-class, married
with children. But the current version is characterized by
modest homes and ethnic diversity — including a
disproportionate number of Hispanics and African-Americans.

Boomtown  Affordable housing, abundant entry-level jobs and a thriving

Singles singles scene — all have given rise to the Boomtown Singles
segment in fast-growing satellite cities. Young, single and
working-class, these residents pursue active lifestyles amid
sprawling apartment complexes, bars, convenience stores and

laundromats.
Sunset City Scattered throughout the older neighborhoods of small cities,
Blues Sunset City Blues is a segment of lower-middle-class singles and

couples who have retired or are getting closed to it. These
empty-nesters tend to own their homes but have modest
educations and incomes. They maintain a low-key lifestyle filled
with newspapers and television by day, and family-style
restaurants at night.

GROUP C3: Micro-city blues

47

City In City Startups, young, multi-ethnic singles have settled in
Startups neighborhoods filled with cheap apartments and a commercial
base of cafes, bars, laundromats and clubs that cater to
twentysomethings. One of the youngest segments in America —
with ten times as many college students as the national average
— these neighborhoods feature low incomes and high
concentrations of Hispanics and African-Americans.
(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

53 Mobility
Blues

60 Park Bench
Seniors

62 Hometown
Retired

63 Family
Thrifts

Young singles and single parents make their way to Mobility
Blues, a segment of working-class neighborhoods in America’s
satellite cities. Racially mixed and under 25 years old, these
transient Americans tend to have modest lifestyles due to their
lower-income blue-collar jobs. Surveys show they excel in going
to movies, playing basketball and shooting pool.

Park Bench Seniors typically are retired singles who live in the
racially mixed neighborhoods of the nation’s satellite cities.
With modest educations and incomes, these residents maintain
low-key, sedentary lifestyles. Theirs is one of the top-ranked
segments for TV viewing, especially daytime soaps and game
shows.

With three-quarters of all residents over 65 years old,
Hometown Retired is one of the oldest lifestyles. These racially
mixed seniors tend to live in aging homes — half were built
before 1958 — and typically get by on social security and
modest pensions. Because most never made it beyond high
school and spent their working lives at blue-collar jobs, their
retirements are extremely modest.

The small-city cousin of inner-city districts, Family Thrifts
contain young, ethnically diverse parents who have lots of
children and work entry-level service jobs. In these
apartment-filled neighborhoods, visitors find the streets
jam-packed with babies and toddlers, tricycles and basketball
hoops, Daewoos and Hyundais.

GROUP T1: Landed gentry

05 Country
Squires

09 Big Fish,
Small Pond

11 God’s
Country

20 Fast-Track
Families

The wealthiest residents in exurban America live in Country
Squires, an oasis for affluent Baby Boomers who’ve fled the city
for the charms of small-town living. In their bucolic
communities noted for their recently built homes on sprawling
properties, the families of executives live in six-figure comfort.
Country Squires enjoy country club sports like golf, tennis and
swimming as well as skiing, boating and biking.
Older, upper class, college-educated professionals, the members
of Big Fish, Small Pond are often among the leading citizens of
their small-town communities. These upscale, empty-nesting
couples enjoy the trappings of success, belonging to country
clubs, maintaining large investment portfolios and spending
freely on computer technology.
When city dwellers and suburbanites began moving to the
country in the 1970s, God’s Country emerged as the most
affluent of the nation’s exurban lifestyles. Today, wealthier
communities exist in the hinterlands, but God’s Country
remains a haven for upper-income couples in spacious homes.
Typically college-educated Baby Boomers, these Americans try
to maintain a balanced lifestyle between high-power jobs and
laid-back leisure.
The migration of upscale city dwellers out to the countryside
can be seen in the emergence of this exurban cluster. Fast-Track
Families is filled with middle-aged parents who have the
(continued)
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Segment Name

Descriptions

25

Country
Casuals

disposable income and educated sensibility for a
granola-and-grits lifestyle: they fish, boat and shop over the
Internet — all at high rates.

There’s a laid-back atmosphere in Country Casuals, a collection
of middle-aged, upper-middle-class households that have started
to empty-nest. Workers here — and most households boast two
earners — have well-paying blue- or white collar jobs, or own
small businesses. Today these Baby-Boom couples have the
disposable income to enjoy traveling, owning timeshares and
going out to eat.

GROUP T2: Country comfort

23

28

32

33

37

Greenbelt
Sports

Traditional
Times

New Home-
steaders

Big Sky
Families

Mayberry-
ville

A segment of middle-class exurban couples, Greenbelt Sports is
known for its active lifestyle. Most of these middle-aged
residents are married, college-educated and own new homes;
about a third have children. And few segments have higher
rates for pursuing outdoor activities such as skiing, canoeing,
backpacking, boating and mountain biking.
Traditional Times is the kind of lifestyle where small-town
couples nearing retirement are beginning to enjoy their first
empty-nest years. Typically in their fifties and sixties, these
middle-class Americans pursue a kind of granola-and-grits
lifestyle. On their coffee tables are magazines with titles
ranging from Country Living and Country Home to Gourmet
and Forbes. But they’re big travelers, especially in recreational
vehicles and campers.
Young, middle-class families seeking to escape suburban
sprawl find refuge in New Homesteaders, a collection of small
rustic townships filled with new ranches and Cape Cods.
With decent-paying jobs in white-collar and service industries,
these dual-income couples have fashioned comfortable,
child-centered lifestyles, their driveways filled with campers and
powerboats, their family rooms with PlayStations and Game
Boys.
Scattered in placid towns across the American heartland, Big
Sky Families is a segment of young rural families who have
turned high school educations and blue-collar jobs into busy,
middle-class lifestyles. Residents like to play baseball,
basketball and volleyball, besides going fishing, hunting and
horseback riding. To entertain their sprawling families, they
buy virtually every piece of sporting equipment on the market.
Like the old Andy Griffith show set in a quaint picturesque
berg, Mayberry-ville harks back to an old-fashioned way
of life. In these small towns, middle-class couples and families
like to fish and hunt during the day, and stay home and
watch TV at night. With lucrative blue-collar jobs and
moderately priced housing, residents use their discretionary
cash to purchase boats, campers, motorcycles and pickup
trucks.

(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

GROUP T3: Middle America

38

42

43

45

50

51

Simple
Pleasures

Red, White
& Blues

Heartlanders

Blue
Highways

Kid Country,
USA

Shotguns &
Pickups

With more than two-thirds of its residents over 65 years old,
Simple Pleasures is mostly a retirement lifestyle: a
neighborhood of lower-middle-class singles and couples living in
modestly priced homes. Many are high school-educated seniors
who held blue-collar jobs before their retirement. And a
disproportionate number served in the military; no segment has
more members of veterans clubs.

The residents of Red, White & Blues typically live in exurban
towns rapidly morphing into bedroom suburbs. Their streets
feature new fast-food restaurants, and locals have recently
celebrated the arrival of chains like Wal-Mart, Radio Shack and
Payless Shoes. Middle-aged, high school educated and
lower-middle class, these folks tend to have solid, blue-collar
jobs in manufacturing, milling and construction.

America was once a land of small middle-class towns, which can
still be found today among Heartlanders. This widespread
segment consists of middle-aged couples with working-class jobs
living in sturdy, unpretentious homes. In these communities of
small families and empty-nesting couples, Heartlanders pursue
a rustic lifestyle where hunting and fishing remain prime leisure
activities along with cooking, sewing, camping and boating.

On maps, blue highways are often two-lane roads that wind
through remote stretches of the American landscape. Among
lifestyles, Blue Highways is the standout for lower-middle-class
couples and families who live in isolated towns and farmsteads.
Here, Boomer men like to hunt and fish, the women enjoy
sewing and crafts, and everyone looks forward to going out to a
country music concert.

Widely scattered throughout the nation’s heartland, Kid
Country, USA is a segment dominated by large families living
in small towns. Predominantly white, with an above-average
concentration of Hispanics, these young, these working-class
households include homeowners, renters and military personnel
living in base housing; about 20% of residents own mobile
homes.

The segment known as Shotguns & Pickups came by its
moniker honestly: it scores near the top of all lifestyles for
owning hunting rifles and pickup trucks. These Americans tend
to be young, working-class couples with large families — more
than half have two or more kids — living in small homes and
manufactured housing. Nearly a third of residents live in mobile
homes, more than anywhere else in the nation.

GROUP T4: Rustic living

48

Young &
Rustic

Like the soap opera that inspired its nickname, Young & Rustic
is composed of young, restless singles. Unlike the glitzy soap
denizens, however, these folks tend to be lower income, high
school-educated and living in tiny apartments in the nation’s
exurban towns. With their service industry jobs and modest
incomes, these folks still try to fashion fast-paced lifestyles
centered on sports, cars and dating.

(continued)
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Table 8.1 (continued)

Segment Name

Descriptions

55

56

57

58

64

Golden
Ponds

Crossroads
Villagers

Old
Milltowns

Back
Country
Folks

Bedrock
America

Golden Ponds is mostly a retirement lifestyle, dominated by
downscale singles and couples over 65 years old. Found in small
bucolic towns around the country, these high school-educated
seniors live in small apartments on less than $25,000 a year; one
in five resides in a nursing home. For these elderly residents,
daily life is often a succession of sedentary activities such as
reading, watching TV, playing bingo and doing craft projects.
With a population of middle-aged, blue-collar couples and
families, Crossroads Villagers is a classic rural lifestyle.
Residents are high school-educated, with lower-middle incomes
and modest housing; one quarter live in mobile homes. And
there’s an air of self-reliance in these households as Crossroads
Villagers help put food on the table through fishing, gardening
and hunting.

With the shrinking of the nation’s manufacturing sector,
America’s once-thriving factory towns have aged, as have their
residents. Old Milltowns reflects the decline of these small
industrial communities, now filled with retired singles and
couples living quietly on fixed incomes. These home-centered
residents make up one of the top segments for daytime
television.

Strewn among remote farm communities across the nation,
Back Country Folks are a long way away from economic
paradise. The residents tend to be poor, over 55 years old and
living in older, modest-sized homes and manufactured housing.
Typically, life in this segment is a throwback to an earlier era
when farming dominated the American landscape.

Bedrock America consists of young, economically challenged
families in small, isolated towns located throughout the nation’s
heartland. With modest educations, sprawling families and
blue-collar jobs, many of these residents struggle to make ends
meet. One quarter live in mobile homes. One in three haven’t
finished high school. Rich in scenery, Bedrock America is a
haven for fishing, hunting, hiking and camping.

survey data rather than neighborhood aggregate data and, hence, it is
expected to be more accurate in targeting households (http://www.
cohorts.com). The source data are derived from two leading individual
data providers, Experian and Equifax. Cohorts ends up with 30 clusters,
each labeled with names such as Alex & Judith (affluent empty-nesters)
and Chad & Tammie (young families) as summarized in Table8.2.% So far
more than 100 consumer marketers from various industries have employed
Cohorts.

6 Actually, there are 31 clusters in Cohorts. The last cluster named “Omegas” is formed
from statistical anomalies that did not fit into 30 cohesive clusters.
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Table 8.2 Brief description of the “2007 Cohorts Segments” (From 2007 Cohorts Seg-
ments, Courtesy of: Looking Glass Inc. Accessed August 8, 2007. Available at: http://www.

cohorts.com/pdf/2007_Briefs.pdf.)

Cohort Description Median Median
segment age income
name
Married couples
Alex & Affluent Eempty-nesters 61 $144,000
Judith Dual-income, older couples who use their high

discretionary incomes to enjoy all aspects of the

good life.
Jeffrey Affluent couples with kids 43 $142,000
& Ellen Urban families who, despite having children at

home, have sufficient financial resources to own the

latest high-tech products and to lead very active

recreational and cultural lifestyles.
Barry & Affluent professional couples 46 $133,000
Kathleen Educated, dual-income, childless couples who have

connoisseur tastes and are focused on their careers,

staying fit and investing.
Stan & Upscale middle-aged couples 50 $75,000
Carole Unburdened by children, these credit-worthy,

dual-income couples divide their time between the

great outdoors and domestic hobbies.
Brett & Hyperactive newlyweds 31 $65,000
Tracey Young, dual-income, childless couples whose

energies are channeled into active sports, outdoor

activities, careers and their home lives.
Danny Teen-dominated families 42 $59,000
& Middle-aged, middle-income families whose
Vickie teen-dominated households keep busy with outdoor

activities, computers and video games.
Burt & Mature couples 67 $58,000
Marilyn Comfortable, close-to-retirement homeowners who

are active investors and who engage in charitable

activities, travel, politics and their grandchildren.
Todd & Back-to-school families 38 $57,000
Wendy Families with mid-range incomes, pre-adolescent

kids, pets, and lots of video, computer and outdoor

activities to keep them occupied.
Chad & Young families 31 $53,000
Tammie Up-and-coming young families who curtail their

lifestyle expenses through less-costly outdoors

activities and working around the house.
Frank Older couples raising kids 60 $50,000
& Conservative grandparents, and older parents
Shirley raising kids, whose home-oriented lifestyles include

pets, home workshop, gardening, and sweepstakes.
Ronnie ‘Working-class couples 48 $38,000
& Moderate-income couples with traditional interests
Debbie including fishing, hunting, automotive work and

crafts.

(continued)
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Table 8.2 (continued)

Cohort Description Median Median
segment age income
name

Eric & Young, married starters 28 $20,000

Rachel Young, childless renters whose lifestyle patterns

include outdoor activities like camping, fishing and
running, as well as automotive work and video

games.

Elwood Modest-income grandparents 72 $20,000
& Retired couples with modest incomes who dote on

Willamae their grandchildren and engage primarily in

domestic pursuits.

Single Females

Elizabeth Savvy career women 43 $182,000
Affluent, working women with sophisticated tastes,
very active lifestyles and good investing habits.
Virginia Upscale mature women 60 $72,000
Older women approaching or enjoying retirement,
who travel and have upscale interests, including
charitable causes and investments.
Allison Educated working women 32 $53,000
Childless, professional women building their careers,
developing sophisticated tastes and staying fit.
Andrea Single moms with careers 40 $50,000
Successful, professional single mothers who balance
their careers with the demands of raising their
children.
Bernice Active grandmothers 62 $36,000
Home-oriented women who enjoy handicrafts,
indoor gardening and their grandchildren.
Penny Working-class women 43 $18,000
Childless female office workers who are concerned
with their appearance; enjoy music, pets and
handicrafts; and add intrigue to their lives with the
prospect of winning the big sweepstakes.
Denise Single moms on a budget 36 $17,000
Single mothers with modest incomes who indulge
their kids with video games, movies, and music, and
who try to find time for themselves.
Megan Fit & stylish students 26 $16,000
Young, fashion-conscious, career-minded female
students who enjoy music, aerobic sports and the
latest in high tech.
Fixed-income grandmothers 73 $11,000
Older single women who spend lots of time on their
grandchildren, handicrafts and religious reading.

Minnie

Single males

Jonathan Elite single men 45 $186,000
High-powered, career-driven men with sophisticated
tastes, extensive investments, and the means to
travel the world.

(continued)
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Table 8.2 (continued)

Cohort Description Median Median
segment age income
name

Sean Affluent guys 46 $97,000

Affluent, health- and fitness-minded men with
investments and upscale interests.

Harry Well-to-do gentlemen 59 $49,000
Mature men who are savvy about their investments,
travel and politics.

Ryan Energetic young guys 33 $48,000
Young, physically active men with strong career
drives and upscale interests, including electronics
and technology.

Randy Single dads 38 $46,000
Single fathers who enjoy outdoor activities, their
home workshops and electronic entertainment with
their kids.

Jerry Working-class guys 48 $19,000
Blue-collar men who spend their free time in the
garage or outdoors.

Jason Male students and grads 26 $17,000
Physically active, technologically inclined young
men finishing school or embarking on their first job.

Elmer Sedentary men 73 $17,000
Aging, sedentary men with fixed incomes and few
interests beyond their grandchildren and their
gardens.

Households that defy classification

Omegas Omegas are people who are impossible to classify distinctly. They may be
married or single, homeowners or renters, 18-65 years old, have incomes
that range from very low to six figures, and enjoy numerous and diverse
interests.

Clients have begun to criticize the nature of the clusters developed by
the external data providers. Purchase behavior observed in financial ser-
vices will be different from purchase behavior in groceries. Different indus-
tries will have different demographic and lifestyle drivers. In the 1980s, Pin-
point has developed FiNPiN, a consumer classification system designed for
the financial service industry (Winters 1993). Several vendors have followed
suit. For example, Claritas introduced its own industry-specific segmenta-
tion product called P§YCLE. Designed for financial institutions, PSYCLE
segments US households into 42 clusters mainly in terms of their financial
behavior. Claritas went one step further and develop a segmentation prod-
uct named LifeP$YCLE for insurance marketers. Claritas gathers household
data from a syndicated survey of 90,000 consumers about their use of financial
services.
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Finally, the segmentation vendors have actively incorporated databases
from other specialty research firms. For example, by utilizing the data from
Nielsen Marketing Research, Simmons Marketing Research Bureau, credit
data, electoral rolls and additional customer survey, vendors can now report
more extensive purchase behavior (e.g., usage pattern for particular products
and services) for each segment.

8.3.2.5 List Rentals for Prospecting

Database marketers can increase the efficiency of their customer acquisition
efforts significantly by carefully selecting the right mailing lists for prospect-
ing. For example, a mail order company of women’s petite sizes may want
to target only short women (Hatch 1995). Driver’s license data from state
motor vehicle bureaus have information on drivers’ heights and weights. This
mail order company may seek and find a list that contains women and their
heights and weights.

The list rental industry is very diverse. There is no standard way of cate-
gorizing the different types of lists. Roberts and Berger (1999) classify them
into consumer and business lists first. Alternatively, lists can be categorized
into house lists, response lists and compiled lists. A house list is the list
of customers in the company’s own customer information file, while (con-
sumer) response lists are some other company’s house list or “subscriber”
list (Sect.8.3.2.3). A compiled list is a list of customers compiled from pub-
lic records, phone directories, or professional associations. The reason these
lists are called compiled is that somebody has actually compiled the lists
based on data available typically from various sources. Usually the compiled
list has some common identifiable characteristics and its size is large with
lower unit price. For example, InfoUSA is renting complied lists of 95 million
ethnic individuals, 37 million homeowners, 8.4 million new movers, and so
on. Hence, a compiled list is appropriate for wide market coverage. On the
other hand, a response list is a list of customers who have either purchased
or requested information from specific companies. Its mailing response rates
are expected to be high since consumers in the response list have previously
shown their interests to respond to the mailing. Moreover, there are a wide
variety of response lists available, and customers in each response list often
show interests on particular products and services. For example, subscribers
of a cat magazine will have strong interests in cats. Cat food sellers may want
to rent this subscriber list.

There are hundreds of thousands of list buyers and sellers. The “market”
for lists is generally organized as follows:

The list buyer wishes to purchase a list say for prospecting. The buyer
employs a list broker to find good lists. On the other side, there are own-
ers of lists. This may be a list compiler as described above, or an individ-
ual company. Individual companies often employ list managers who are in
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charge of selling their customer list. For example, Best Buy may be inter-
ested in attracting customers to its stores with an offer for an Apple IPod.
Crutchfield, an electronics cataloger, has a list of its recent customers. Best
Buy’s list broker and Crutchfield’s list manager get together and negotiate
terms by which Best Buy may rent Crutchfield’s list. Crutchfield of course
may decide not to rent to Best Buy if it thinks Best Buy will steal sales
from them. But if Crutchfield is willing, the broker and list manager nego-
tiate price, terms, etc. The list owner, in this case Crutchfield, then pays
both the broker and the list manager a certain percentage. It is an inter-
esting arrangement. Essentially, the list buyer does not pay directly for the
services of the list broker or list manager. However, one might conjecture
that the list buyer indirectly pays because undoubtedly the fact that the
list owner pays both the broker and the list manager keeps prices relatively
high.

For years, the list industry was relatively low-tech. Recently, however,
computerized list search engines have appeared. These allow a broker, or the
list buyer, to search directly for lists. One such search engine is Nextmark
(http://www.nextmark.com). See Roberts and Berger (1999) for more detail
about the list rental industry.

Another way to acquire a prospect list is through list exchange. This
process is managed by companies such as Abacus (http://www.abacus-
us.com). Abacus maintains what they call a cooperative database. Companies
contribute names to the database, and in return can obtain new names from
the database. List exchanges became more accepted during the cash crunch
of the past few years. According to the 2004 Catalog Age Benchmark Report
on Lists, 30% of all respondents have negotiated list exchanges (Del Franco
2004). They were more willing to exchange with non-competitors than com-
petitors. Chen et al. (2001) showed that information sharing (or list exchange)
can be profitable for two competing firms under reasonable conditions.

8.3.3 Primary Data

If the data elements are not available from internal or external sources, they
need to be collected directly from a consumer survey. These are costly and
time-consuming, but often worthwhile. We will not discuss various statistical
issues on collecting primary data (survey, focus group and in-depth interview,
observational data, etc.) since they are well documented in traditional mar-
keting research textbooks. Instead, we provide a couple of real world examples
how companies collect their primary data.

Traditionally packaged goods manufacturers are mass marketers. How-
ever, Quaker has seen the potential of one-to-one marketing. In order to cre-
ate its own customer list, in 1990 Quaker mailed cents-off coupons, each of
which had a unique household number. Analyzing who redeemed coupons and
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when they were redeemed, Quaker could learn customer-level purchase be-
havior for its product. Moreover, this information could be used to customize
advertising and promotion to the unique needs of individual households
(Mollie 1991).

Philip Morris gives another excellent example. Because of the increasing
restrictions on tobacco advertising, it is necessary for Philip Morris to build its
own customer information file and reach smokers directly. Customers fill out
detailed questionnaires to get free shirts and sleeping bags (Berry 1994). With
its 26 million smokers’ names and addresses, Philip Morris sends targeted
coupons and asks for grassroots support for their lobbying efforts. Similarly,
Seagram has built its own customer information file and tracked consumers’
names and addresses, the brands and types of alcohol they drink, their sex,
birth date, income, and how many bottles they purchase in an average month
(Berry 1994).

A strategic alliance with credit card companies or Internet portals of-
ten reduces costs of collecting primary data significantly. For example, GM
offered GM credit card with MasterCard in 1992, and, as a result, could
build a customer database with tens of millions of customers. More recently,
several offline-based companies formed strategic alliances with online com-
panies to target online customers and track online customer behaviors. For
example, United Artists Theatre Circuit, one of the largest theater chains in
the USA, made a long-term strategic alliance with AOL (Time Warner 1999).
The alliance allows United Artists efficiently to reach the largest group of
moviegoers in cyberspace.

Another important use of primary data, perhaps in its infancy, is to use
surveys to gather competitive information (Kamakura and Wedel 2003; Du et
al. 2005). For example, a company could survey its customers and ask them
how often they purchase from a competitor, what competitive products they
own, and what percentage of purchases are from a competitor (“share-of-
wallet”). They would have these competitive data for just the sample, say
1,000 customers. The company would then run a predictive model to predict
say share-of-wallet as a function of variables it has on all its customers. This
model would then be used to score the rest of the customer file. So each
customer would be scored in terms of their predicted share-of-wallet, i.e.,
what percentage of their business is with the company as opposed to the
competition.

Du et al. (2005) noted that few firms were collecting competitive infor-
mation. They suggested that the survey-based approach should be utilized
to augment the company’s interactions with its customers by adding the in-
ferred competitive interactions. Their empirical analysis indicated that the
volume customers transact within a firm has little correlation with the volume
they transact with the firm’s competitors. In addition, a small percentage of
customers account for a large portion of all the competitive transactions,
suggesting considerable potential to increase sales if these customers can be
correctly identified and encouraged to switch.
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8.4 The Destination Marketing Company

Competition among external data providers is getting stiffer as their prod-
ucts and services become less differentiated. In result, data-selling business
has become a low margin business. To differentiate from others and increase
value-added, external data vendors are beginning to integrate downstream
and provide services such as predictive modeling, customer segmentation,
cross-selling modeling, and other marketing consulting services. By provid-
ing selling and marketing research services, in addition to the data that drive
these efforts, these vendors have taken one step further to increase their
value share in the total value chain. We observe that a big marketing broker
is emerging. We call it “Destination Marketing Company (DMC).” For ex-
ample, Acxiom’s business covers list-selling data enhancement, analytic and
marketing services consulting, data quality assessment, and direct mail ful-
fillment service.

The essential role of the DMC is to connect sellers and buyers. The DMC
is like a big marketing broker. A company can outsource its whole marketing
function to the DMC. For example, a number of companies employ outside
advertising agencies or marketing research companies to assist its marketing
department. Similarly, a company may not need a marketing department by
outsourcing all of its marketing function from the DMC. The DMC attempts
to find potential customers for its products and services, sends communica-
tion messages, and closes the sales. The DMC may be compensated on a
commission basis.

The DMC has two major resources: customer information and database
marketing knowledge. That is, the DMC should have a huge customer infor-
mation file that consists of individual and business customers, or at least be
particularly astute at obtaining databases from external sources. The DMC
is also knowledgeable in all aspects of database marketing techniques such
as database management and predictive modeling. If a client company asks
the DMC to sell its products, the DMC selects a group of customers from
its customer information file to be predicted to have high probability of pur-
chasing the product. In searching for the most efficient way of selling the
product, the DMC also selects the best communication and sales channel for
each customer. Once the sales are closed, the results are recorded back into
the customer information file.

Can we find any empirical evidence of an emerging DMC? As discussed,
some external data vendors such as Acxiom and Harte-Hanks are moving in
this direction. Companies have been willing to outsource their advertising and
marketing research function. And some companies use agencies and brokers
to sell their products. However, you can argue that while companies may be
willing to outsource some part of their marketing function, they should be
responsible for the overall marketing strategy, including the target market
and product positioning. Without a solid marketing strategy, products be-
come commodities. For example, the profit margins for OEM manufacturers
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are very low. They may not have enough resources and capabilities to have
their own one-to-one marketing infrastructure but outsource their marketing
to the DMC. Therefore, while the Destination Marketing Company has its
advantages, it can be a consequence, as well as a cause, of a poor marketing
strategy. However, if the DMC is integrated into a firm’s marketing group,
and that group has a solid grasp of the big picture, the DMC can be extremely
valuable.



Chapter 9
Test Design and Analysis

Abstract Another cornerstone of database marketing is testing. Testing pro-
vides transparent evidence of whether the program prescribed by sophisti-
cated data analyses actually is successful in the marketplace. Much of the
testing in database marketing is extremely simple — select 20,000 customers,
randomly divide them in half, run the program for one group and not the
other, compare results. However, there are several issues in designing and
analyzing database marketing tests; we discuss these in this chapter.

9.1 The Importance of Testing

Capital One may be the one of the most successful credit card companies to-
day (Cohen 2001). The secret to the success is its test-and-learn management
philosophy that Capital One calls its Information Based Strategy (IBS). Cap-
ital One conducted 45,000 tests in the year 2000, which on average is 120 per
day. For example, once Capital One comes up with an idea for a new product
offering, it attempts to find a target population by testing the new product
with various promotional campaigns to various samples of customers. Based
on the test results, Capital One identifies what types of customers are most
receptive to the new product and what should be the corresponding pro-
motional campaign. It sometimes even conducts additional tests to fine-tune
the strategy. Capital One always makes important marketing decisions (e.g.,
customized pricing, promotion, and packaging) through a series of tests.
Database marketers should not invest a large amount of company resources
unless its expected benefit is greater than the costs. Frequently it may not be
easy to calculate the expected benefit because the future is uncertain. Unless
you are absolutely sure that it will succeed, you should conduct tests to make
an informed decision. The objective of testing is to obtain more information
before committing a large amount of resources and, hence, reduce the risk of
possible failure. The field of database marketing is particularly amenable to
tests because companies have addressable customer databases and hence can
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randomly assign its customers to various treatment conditions, and observe
the results.

While Capital One is the acknowledged leader in database marketing tests
and is known for extensive use of testing, most database marketers consider
testing an integral part of the way they do business. Database marketers test
various decisions including media choice, the development of promotional
campaign, the selection of mailing lists, choice of message format, and so on.
Moreover, the decision-making process is really “closed-loop.” A campaign is
revised based on a test, the modified campaign is tested, then implemented,
and then the results are used to suggest further tests, and so on. That is,
information learned from a test or from full-scale campaigns become inputs to
the next tests, which in turn feed the next round of testing and full campaign
roll-outs.

9.2 To Test or Not to Test

Probably the first question that should be asked before conducting a test is
the most basic — should a test be conducted? As discussed, testing provides
information to aid in making correct management decisions. However, infor-
mation is usually obtained at a cost. Testing costs may include the cost of
time delay as well as its administrative cost. For example, to assess the benefit
of a loyalty program or a churn management program, one really should run
the test for about a year. This is typically not practical. The database mar-
keter must think through whether useful information can be gleaned from a 1
or 2-month test. Hence the decision to collect information or data can be an-
alyzed to see if the expected benefit of the information exceeds its collection
costs.

We discuss two approaches for deciding whether to run a test. The first
is based on decision analysis and is called the “Value of Information.” This
potentially quantifies how much the database marketer should be willing to
spend on a test. The second approach, “Assessing Mistargeting Costs,” is
more conceptual, but provides a framework for thinking about whether or
not to conduct a test.

9.2.1 Value of Information

Testing provides information. In this section we discuss the fundamental con-
cepts in quantifying the value of information. We first study a decision tree
that is very useful for understanding complex decision-making problems. Us-
ing the decision tree, we show how to calculate the “value of perfect informa-
tion” and then extend to the problem of computing the “value of imperfect
information.”
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Fig. 9.1 Decision tree for calculating the expected value of a new product launch.

Consider a problem of a new product introduction. The average probabil-
ity of new product success is known to be 30%. That is, without collecting
any additional information on the new product, the success probability of
the new product is 30%, and its failure probability is 70%. Suppose that a
firm would make $1,000 if the new product succeeds and lose $500 if it fails.
Should the firm introduce the new product? If the firm does not introduce
the new product, the payoff is $0. On the other hand, if the firm decides to
introduce the new product, it will succeed with probability 0.30 and gain a
payoff of $1,000 and fail with probability 0.70 and obtain a payoff of —$500.
As a result, the expected value or payoff for the new product introduction is
—3$50 (= $1,000 x 0.3 —$500 x 0.7). Therefore, the firm should not intro-
duce the new product. The decision tree shown in Fig. 9.1 summarizes these
calculations.

Decision trees are a graphical way to organize the probabilistic computa-
tions leading to the best decision. We draw the decision tree starting with
a decision. Should the firm introduce the new product? The decision fork
shown as the square box in Fig.9.1 has two arrows (or alternatives) com-
ing out: introduce or not introduce. We now evaluate the payoffs from each
alternative. The outcome of the first alternative or “not introduce” is $0.
The payoff from the second branch is more complicated to calculate. If the
firm decides to introduce the new product, the payoffs will be determined by
chance. We represent this as a circle — called the chance fork — distinguished
from the decision fork. Two possible outcomes branching from “introduce”
are “success” or “failure.” The new product will succeed by 30% of the time
and fail 70% of the time. The payoff given “success” is $1,000 and the payoff
given “failure” is —$500. Hence the “expected value” or payoff from introduc-
ing the new product is —$50 (= $1, 000 x 0.3 —$500 x 0.7). Since the expected
payoff of “not introduce” ($0) is larger than that of “introduce” (—$50), the
firm should not introduce the new product.
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Fig. 9.2 Decision tree for assessing the value of perfect information.

9.2.1.1 Value of Perfect Information

We next consider a case of conducting a test to aid in making decision on
introducing a new product. We first consider the value of the perfect test
(or information). The perfect test can forecast with 100% accuracy whether
the new product will succeed or fail. Figure9.2 shows the decision tree to
determine whether we conduct a test.

If we do not conduct the test, we will not introduce the new product
(because the expected value of launching the product is —$50 as calculated
above) so that the corresponding payoffs will be $0. However, if we decide
to conduct a test, the payoffs will be determined by chance. There is a 30%
chance that the new product will actually be a success and 70% chance it
will be a failure. Assume the test can perfectly predict whether the new
product will succeed or fail. If the new product is forecasted to succeed in
the test, it will actually succeed. The firm should then introduce the new
product and the resulting payoff will be $1,000. Alternatively, if the new
product is predicted to fail in the test, it will actually fail. The firm should
then not introduce the new product, and the corresponding payoff will be $0.
Therefore, the expected payoff becomes $300(= $1,000 x 0.3 — $0 x 0.7).
The value of perfect information (or the perfect test) is $300 since the
payoff increases from $0 to $300 by conducting the test. In other words,
the firm should conduct the perfect test unless its cost is greater than
$300.
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9.2.1.2 Value of Imperfect Information

Information provided by a test is rarely perfect. The test cannot provide per-
fect information for several reasons including small sample size, measurement
errors, and so on. Going back to the problem of new product introduction,
we assume that the test provides imperfect information. Assume the test cor-
rectly forecasts 90% of the time when the new product will actually succeed.
So the test will say “failure” 10% of time for the would-be successful new
product. In addition, if the new product will actually fail, the test is assumed
to predict that the new product will fail 80% of the time, and wrongly forecast
that it will succeed 20% of times. What is the value of information provided
by this imperfect test?

Before we proceed into the decision tree for imperfect information, let
us briefly calculate some important preliminary probabilities. We are able
to calculate the joint probability of test results (“Success” or “Failure”)
and actual results (Success or Failure) by multiplying these two proba-
bilities. For example, the (joint) probability that the test says “success”
and the new product will actually succeed as P(Product is a Success &
Test says “Success”) = P(Success & “Success”) = P(Product is a Suc-
cess) x P(Test says “Success,” given that the product actually is a success) =
(0.3) x (0.9) = 0.27. Similarly, P(Product is a Success & Test says “Failure”)
is (0.3) x (0.1) = 0.03 while P(Failure & “Success”) = 0.14 and P(Failure &
“Failure”) = 0.56.

From these four joint probabilities, we can calculate the probability that
the test says that the new product is a “success” or “failure.” The probability
the test says the product will succeed, P(“Success”), equals P(Product is a
Success & Tests says “Success”) + P (Product is a Failure & Test says
“Success”) = 0.27 4+ 0.14 = 0.41. The test will say 41% of the time that the
new product is a “Success.” When the test says the new product will be a
“Success,” about 66% of the time (= 0.27 + 0.41) the product will actually
succeed, but 34% of the time (= 0.14 + 0.41), it will fail. Similarly, P(Test
says “Failure”) is 0.59 (= 0.03 4+ 0.56). The test will say 59% of the time
that the new product is a “Failure.” And when the test says “Failure,” about
5% of the time (= 0.03 + 0.59) it will instead succeed and 95% of the time
(= 0.56 + 0.59) it will fail.

Now we are ready to draw the decision tree for imperfect information.
Similar to the case of perfect information, the firm has a decision making
problem of whether to conduct a test. The payoffs will be $0 if the firm does
not conduct a test. Note that the firm should not introduce the new product
without additional information provided by the test. However, if the firm
decides to conduct a test, the payoffs will be determined by chance. Figure 9.3
summarizes the decision tree to determine whether we conduct a test.

Given conducting a test, there is a chance fork where P(“Success”) = 0.41
and P(“Failure”) = 0.59. That is, the test will say 41% of times that the new
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=(0.41)($1,000x0.66 — $550x0.34) = $200

Fig. 9.3 Decision tree for assessing the value of imperfect information.

product is a “Success” and 59% of times that the new product is a “Failure.”
If the test predicts “Success,” the firm will face another decision making prob-
lem of whether to introduce the new product or not. As computed before,
if the test predicts “Success,” there is a 66% (= 0.27 =+ 0.41) chance it will
actually succeed, but a 34% (= 0.14 + 0.41) chance it will fail. The expected
value of introducing the new product if the test says “Success” is $488 (=
$1,000 x 0.66 — 3500 x 0.34). As a result, the firm should introduce the new
product when the test predicts “Success.” Similarly, if the test predicts “Fail-
ure,” the firm will face a decision making problem of whether to introduce
the new product or not. If the test predicts “Failure,” there is a 5% chance
(=0.03 = 0.59) it will instead succeed and a 95% chance (= 0.56 = 0.59) it
will actually fail. Hence, the expected value of introducing the new product
if the test says “Failure” is —$425 (= $1,000 x 0.05 — $500 x 0.95). As a
result, the firm should not introduce the new product when the test predicts
“Failure.”

Combining the above results, if the test says “Success,” the firm should
introduce the new product and its expected profit is $488. Alternatively, if
the test forecasts “Failure,” the firm should not introduce the new product
and its expected value is $0. In addition, P(Test says “Success”) = 0.41 and
P(Test says “Failure”) = 0.59. Hence, the expected profit from conducting
the imperfect test is $200 (= $488 x 0.41 + $0 x 0.59). That is, the payoff
increases from $0 to $200 by conducting the imperfect test. Note that it is less
than the value of perfect test ($300). The firm should conduct the imperfect
test unless its cost is greater than $200.
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The above illustrates a decision-theoretic technique for deciding whether
the company should launch a product. The test might be a direct mail
offer announcing the product, so this is very relevant to database mar-
keting. The tree-approach is logical and provides a nice “picture” of the
decision-making problem. However, it requires key inputs, for example, the
probability that the test will say “Success” if indeed the product will suc-
ceed, etc. These probabilities typically must be assessed judgmentally. This
may seem a bit disconcerting, but the decision-theoretic viewpoint is that
managers internally weigh these chances anyway when deciding whether to
conduct a test. The value of information approach merely asks the man-
ager to write down those assumptions explicitly and then “play out” rig-
orously the implications of those assumptions on what the manager should
decide.

9.2.2 Assessing Mistargeting Costs

Another way to view the question of whether to test is as follows: There
is a correct or optimal decision to make. However, we may not make that
optimal decision for two reasons: (1) We decide to conduct a test and the
test involves wrong decisions for some or all of the customers involved in
the test. This is called the mistargeting costs of the test, or MTiest. (2)
We roll out what we think is the optimal action on our entire customer
base and it turns out to be the wrong decision. This is what we call mis-
targeting costs of the rollout, or M T} 0u:- We therefore have the following
formula:

IT = Optimal Profit — DCyest — MTiest — MTrotiout (9.1)

where:

II = Total profit

Optimal Profit = Profit if the company takes the correct action
DC}est = Direct costs of the test

MT;ess = Mistargeting costs of the test

MT, o100t = Mistargeting costs of the rollout

For example, a company may need to decide whether to cross-sell Product
A or Product B to its customers. There is a correct decision — Product A,
B, or neither — but we don’t know which is correct. The direct cost of a test
would include administrative costs, the cost of delaying actions that may
allow competitors to move faster, and the cost of contacting people for the
test, etc. MT o100t Would be the deviation we get from optimality because
we cross-sell the wrong product or cross-sell when neither of the products
are profitable. MT;.s; would be the cost we would incur by taking wrong
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actions during the test. For example, we might randomly select three groups
of customers, each of sample size n, and cross-sell Product A to Group I,
Product B to Group II, and neither to Group IIl. For one of these groups,
we’ve made the right decision, but for two groups we have made the wrong
decision. The mistargeting costs occur because for two of the groups, we’ve
wasted resources and may not be able to cross-sell these customers again for
this particular campaign (e.g., if you contact the customer for Product A,
you can’t go back to them later to cross-sell product B).!

The level of mistargeting costs will be lower if (1) we have good prior
knowledge on the correct course of action, (2) there is low variation in the
possible value of a response if the customer responds, and (3) there is low
variation in the possible response rates that might be obtained. That is, if
there are only a limited number of possible values for the value of response
and the response rate, and we have a good prior on it anyway, mistarget-
ing costs will be low. In addition, M.S,s04¢ Will be lower to the extent
that we've conducted a large test, i.e., have a large sample size, because
then we’re more likely to learn the correct action and won’t mistarget on
the test. We can summarize these thoughts in the following extension of
Equation 9.1:

IT = Optimal Profits — DCles(n) — f(Priors, oy, op)
xn — g(Priors,ov,op,n) X (N —n) (9.2)

where:

f(e) = Mistargeting cost per participant in test

g(e) = Mistargeting cost per customer in rollout

N = Total size of customer base

n = Total number of customers participating in the test

Given our discussion above, f(e) and g(e) will both decline as a function of
strong priors on the correct action, but increase if there is wide variation in
the possible value of a response or the response rate itself.

Equation 9.2 provides the following insights:

e The purpose of a test is to transfer mistargeting costs from the full rollout
to a test. The mistargeting costs in the test are incurred on a smaller subset
of customers (n << N), but we learn from the test (g(e) is decreasing in

We are implicitly assuming that the test “destroys” the experimental units. If the cus-
tomers in a test could be included in the full rollout, MT¢est would be much smaller.
But this is often not the case. Consider a credit card test where Groups A and B are
randomly selected to receive two different cards. The optimal credit card might turn
out to be the Group B card. But to then go back to Group A and offer them that
card would present problems. First, some of them would have signed up for the Group
A card. Second, the Group B card may be perceived differently by the Group A cus-
tomers because they saw the Group A card first. Third, the company may wish to avoid
“cluttering” their customers, so may rule out tested customers from the full rollout.
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n) so that mistargeting costs in the rollout are minimized, and these lower
costs are multiplied by a large number (N — n).

e If we have strong prior information on the right course of action, we need
not test because we're pretty sure of the right answer. So why incur the
direct costs of testing plus the mistargeting cost of taking the wrong action
with one of our experimental groups in the test (MT}es)?

e If there is wide variation in possible values of either the value of a re-
sponse or the response rate, then we should test, because there is then a
huge plus or minus around the mistargeting costs we could incur with a
rollout.

e Too little testing (e.g., small n or not many treatment groups) can hurt
because we don’t learn enough from the test to decrease mistargeting costs
for the rollout. On the other hand, too much testing (e.g., high n or
too many treatment groups) can also hurt because we’ll incur a lot of
mistargeting costs on the test and even though we’ll probably learn the
correct course of action, we won’t be able to apply the lower mistarget-
ing costs on the rollout to enough customers (N — n will not be large
enough). So there is probably a middle-ground to be taken with regard to
testing.

Hypothetically, Equation 9.2 could be quantified, but we see its value as a
framework for providing guidance of whether or not to test. The above bullet
points highlight the insights generated from the framework. Generally, a test
should be run if (1) prior information on the correct course of action is not
available or not reliable, (2) there is wide variation in the possible value of
a response, (3) there is wide potential variation in the response rate, (4) the
direct costs of running the test, in terms of time, administrative, and contact
costs, are low, and (5) the number of customers and treatments needed to
learn much from the test is not a significant fraction of our total customer
base. For example, if our total customer base is 30,000 and we are thinking
of response rates in the range of 1%, we may want to test three groups of
5,000. But that means 15,000 customers are involved in the test, and that is
a significant proportion of our total customer base. We could calculate some
scenarios depending on potential response value or response rate, but testing
half a company’s customer base means the direct costs are probably high,
and we may only be able to apply our learning to the untested half of our
customer base.

9.3 Sampling Techniques

Once we define the population and sampling units for a test, we draw one or
more samples from the population. Broadly classifying, there are two types
of sampling techniques: probability sampling and nonprobability sampling.
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9.3.1 Probability Versus Nonprobability Sampling

A probability sample is where customers (“sampling units”) are selected by
chance, and, hence every customer in the population has a known chance of
being selected for the sample (Boyd et al. 1981). A probability sample can be
implemented objectively since customers are selected strictly at random. This
probabilistic selection allows us to measure sampling error and consequently
make statistical inferences based on the results.

On the other hand, a nonprobability sample is where samples are not se-
lected randomly. Here one selects customers based on the researcher’s judg-
ment, convenience, or other nonrandom process. Since subjectivity is involved
in the sampling process, we cannot determine the probability of each customer
being included in the sample. As a result, we cannot measure sampling error
and there is a high risk that statistical inference based on a nonprobability
sample will be biased.

There are various types of nonprobability samples including convenience
sampling, judgmental sampling, quota sampling, snowball sampling, etc.
These samples are frequently used in survey research due to lower sampling
costs and faster sample collection, even though they are statistically inferior
to a probability sample. On the other hand, most database marketers use the
probability samples. Typical database marketers have customer information
files and, hence, are able to select random samples quickly and cheaply.

9.3.2 Simple Random Sampling

We focus now on the probability sample. Several kinds of probability sam-
ples are in common use. Varying in terms of efficiency, they include simple
random sampling, systematic sampling, stratified sampling, cluster sampling
and others. High efficiency means that, for the same sample size, a parame-
ter is estimated more accurately, i.e., the standard error of its estimate is
lower. Generally, sampling efficiency is positively related to sampling cost.
Given the sampling budget, database marketers should select the most effi-
cient sampling technique.

Simple random sampling is the most popular probability sampling tech-
nique. Most statistical inference assumes that observations are collected by
simple random sampling. With an accurate list of all the firm’s customers
or prospects, it is cheap and easy to implement. In simple random sampling,
every items/names has an equal chance of being included in the sample. That
is, simple random sampling is similar to a lottery system. If we sample n items
without replacement from the population of size N, this probability is n/N.

Let us explain how simple random sampling works from an illustration.
Suppose a database marketer has 10 customers in her customer information
file. She wants to select two customers by simple random sampling. To draw a
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simple random sample, each of ten customers (in the population) is assigned
a unique identification number, one through ten for example. Next a random
number (r1) is generated from a 0-1 uniform distribution. If 0 < r; < 0.1,
then we select the first customer. We select the second customer for 0.1 <
r1 < 0.2, the third for 0.2 < r; < 0.3, and so on. After we select the first
customer for the sample, another random number (r3) is generated from a
0-1 uniform distribution. A customer is selected among the remaining nine
customers. If 0 < 7o < 1/9, then we select the first customer. We select the
second customer for 1/9 < ry < 2/9, the third for 2/9 < r5 < 3/9, and so on.

Sample selection of size n from the population of size N can be similarly
done. Fortunately to database marketers, most commercial software such as
SAS have a built-in function of implementing simple random sampling. All
database marketers need to do is specify a simple command for performing
simple random sampling.

9.3.3 Systematic Random Sampling

Even though simple random sampling will be representative on average, there
is still a chance it could yield an un-representative sample, especially if the
sample size is small. Hence, many database marketers prefer employing other
sampling techniques that provide higher statistical efficiency (without incur-
ring not much additional costs) than simple random sampling. An alternative
sampling technique frequently used by database marketers is systematic sam-
pling. Systematic sampling provides an easy way to implement a simple ran-
dom sampling. Moreover, it is often more efficient than simple random sam-
pling, as explained below.

Let us illustrate systematic sampling by an example. Suppose we want
to sample n out of the population size N. First, we determine the sampling
interval (k) by rounding N/n to the nearest integer. Next, we randomly
select a starting point and select every kth item successively in the target
population. For example, if N is 1,000 and n is 100, then the sampling interval
k should be 10.2 Then an item between 1 and 10 is randomly selected. If this
number is 8, the sample of 100 customers will consist of customer 8, 18, 28,
and up to 998.

Systematic sampling is statistically more efficient than simple random
sampling when the ordering of elements in target population is related to
the variable of interest. For example, if the customer information file is or-
dered with respect to their cumulative purchase amounts, systematic sam-
pling will evenly select customers with various purchase amounts. It increases
the sample representativeness. On the other hand, a simple random sam-
pling may be unrepresentative because it may sample only heavy users or

2 Systematic sampling is often called a Nth name sampling in direct marketing applica-
tions. Here IV represents a sampling interval k.
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a disproportionate number of heavy users. However, if the population is or-
dered in a way unrelated to the variable of interest — for example, customers
ordered alphabetically — systematic sampling will provide almost identical
sampling error to simple random sampling (Malhotra 1993).

Systematic sampling yields a probability sample in that every element
in the target population has a known and equal chance of being included
in the sample. It is the most popular sampling technique among database
marketers since it is frequently more efficient than simple random sampling
without incurring additional costs.

9.3.4 Other Sampling Techniques

There are other probability sampling techniques such as cluster sampling,
stratified sampling, area sampling, sequential sampling, etc. These are not
very popular among database marketers, but among survey researchers.

Researchers often use cluster sampling rather than simple random sam-
pling to save on survey costs. In cluster sampling, samples are selected in
groups. For example, suppose a researcher needs a sample of 1,000 represen-
tative US customers for in-depth personal interviews. Simple random sam-
ples will provide 1,000 customers who live all over the country. It is not
economically sensible to interview 3 customers in New York, 5 in Los Ange-
les, and so on. In cluster sampling, the USA is divided into several clusters
or blocks — using zip codes, for example. And randomly select a manage-
able number of clusters, say 10, and select 100 customers for each of the
selected cluster. Cluster sampling will significantly reduce the sampling costs
by selecting a small number of clusters in the first stage, but there is a
danger of sample misrepresentation. Customers in a block or a cluster tend
to be similar in demographic characteristics. Hence, if clusters covering big
metropolitan cities are only selected in the first stage, customers selected from
those clusters in the second stage may not be representative of average US
customers.

The goal of stratified sampling is to increase statistical efficiency by in-
creasing the sample representativeness. Database marketers are beginning to
use this sampling more frequently today. Stratified sampling first divides the
target population into several segments with respect to one or more com-
mon characteristics and then randomly selects customers from each one of
these segments. For example, the customer base might be segmented several
groups based on profitability, a segment below $200, a segment of $200-300,
and so on. Stratified sampling guarantees more representative samples with
respect to the criterion used to segment the target population. Statistical
efficiency will be greater when the customers within each segment are more
homogeneous. There are several strategies of stratified sampling. The most
popular is the proportional allocation which uses a sampling fraction in each
of the strata proportional to that of the total population. For example, if
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the population consists of 70% in the female stratum and 30% in the male
stratum, the relative size of the two samples should reflect this proportion.
See Lehmann et al. (1998) for more details on stratified as well as cluster
sampling.

9.4 Determining the Sample Size

Determining the test sample size is not an easy task. Marketers are interested
in knowing the true parameter value (e.g., response rate for the direct mail
offer) for the target population. Considering the cost of testing, they take
small samples from the target population and attempt to estimate the true
parameter. The larger the sample size, the closer the estimate will be to the
true parameter value. However, the larger sample size increases the cost of
testing (see Sect. 9.2.2). There is a trade-off between the accuracy of the test
results and the cost of conducting tests.

In order to determine the optimal sample size, marketers need to consider
various qualitative and quantitative factors including the cost/benefit of the
correct decision-making, the level of prior knowledge for the true parameter
value, the (expected) incident/response rates, the desired level of precision,
etc. For example, larger sample size will be preferred if the benefit of correct
decision-making is great.

Considering the complexity of determining the sample size, several authors
have often provided some practical guidelines. For example, Schmid (1995)
has suggested a rule of thumb, so-called the Rule of 100. It says that one
should have a minimum of 100 responses for each cell. According to this
rule, if you expect a 2% response, the sample size should be at least 5,000 to
get 100 responses. Alternatively, Levin and Zahavi (1996) suggest that the
sample size should be around 10% of the size of the population.

Although these heuristic rules are practically simple in determining the
sample size, there is no compelling evidence on why these rules correctly
yield an optimal sample size. In essence, these rules intentionally ignore var-
ious factors influencing the optimal sample size in order to provide a simple
guidance to practitioners.

9.4.1 Statistical Approach

A more formal method to determine the sample size is based on traditional
statistical inference. Most marketing research textbooks provide the statisti-
cal formula to determine the sample size required to achieve a given level of
precision at a desired level of confidence (Tull and Hawkins 1993). The for-
mula generally is provided in two forms: one for the estimation of means
(e.g., mean order amount) and the other for proportions (e.g., response
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probability). The sample size for mean can be derived from the following;:

— D
z2=(X—p)/ox=DJox = YN
where z is the “z-value” from the standard normal distribution corresponding
to the desired level of confidence, X is the sample mean, j is the population
mean, o is the standard error of the sample mean, o is the population
standard error, D is the level of precision, and n is the sample size. Similarly,
in the case of proportions, we use the following formula:

(9.3a)

D
Z:(P—W)/Up:D/Up:W (9.3b)

where p is the sample proportion, 7 is the population proportion, and o}, is
the standard error of the sample proportion. From Equations 9.3a, b, we can
solve for the sample size for the sample mean and the sample proportion to
achieve a given level of precision (D) at a desired level of confidence (z):

Sample size for estimating means: n = %22/ D? (9.4a)

Sample size for estimating proportions: n = 7(1 — 7)z2/D?  (9.4b)

For example, the population (or true) response rate for the catalog () is 1%.
And the cataloger wants 95% confidence (hence, its z-value is 1.96) and allows
the error (of the estimate) to be within 20% of the population response rate.
Then, the optimal sample size should be about {(0.01)(0.99)(1.96)%}/{(0.2)
(0.01)}? ~ 9,508.

If more than 10% of the population is included in the sample, the finite
population corrections to the above formula are often applied. That is, the
correction factor should be incorporated into Equations9.3a, b as in the fol-
lowing.

D

T o/ (N—m/(N-D)/vn

z = D (9.5b)

Vr(l—m)/(N—n)/(N-1)/V/n

where N is the size of the population. Solving Equations 9.5a, b with respect
to n, we have:

(9.5a)

niN

“Ntn-1 (9:6)

Nc

3 Note Equation 9.4b, the case of proportions, is somewhat paradoxical because it says
we need to know the true response rate, m, in order to figure out the sample size we
need to estimate w! However, often managers have some idea what to expect for a
response rate. For example, if one were trying to estimate the response rate to a direct
mailing, and management was willing to assume the response rate will be approximately
1%, the value 7° = 0.01 would be inserted in Equation 9.4b, where 7 is the a priori
“guesstimate” of the true proportion .
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Table 9.1 Optimal sample sizes for the sample proportion p and the precision D
D =z % of n°*

2 x=5% z =10% x =20% z = 30%
0.01 152,127b 38,031 9,508 4,226
0.05 29,196 7,299 1,825 811
0.10 13,830 3,457 864 384
0.20 6,147 1,537 384 171

a 7° represents an a priori estimate for the true proportion 7, to be estimated by the
sample proportion p.
P The samples sizes are calculated assuming z = 1.96, or 95% confidence.

where n. is the adjusted sample size and n is the unadjusted sample size in
Equations 9.3a, b. Note that the population size is very large, no correction
is required since n. =~ n.

One needs to determine three unknown values to determine the optimal
sample size statistically: the population variance, the degree of confidence,
and the desired level of precision. Estimates of the population variance, o2
or w(1 — ), sometimes are available from similar previous studies (for the
case of proportions, see footnote 3). If there is no secondary source, one
may conduct a pilot study or simply rely on researcher’s judgment. The two
other unknowns are determined based on the researcher’s subjective judg-
ment. That is, we need to specify the level of precision (D) that is the max-
imum permissible difference between the sample mean/proportion and the
population mean/proportion. We also need to specify the z value associated
with the confidence level. For example, for a 95% confidence level, the prob-
ability that the difference between the population mean/proportion and the
sample mean/proportion will be within the specified precision is 95%. The
corresponding z value is 1.96. Table 9.1 shows the samples sizes required to
estimate the population proportion 7 at a level of precision D.

In various database marketing applications, the level of confidence is typ-
ically assumed to be 95% (corresponding to z = 1.96). The true proportion
7 depends on application, but a response probability of 1% is not unusual in
direct mail solicitations. The level of precision D may be acceptable if it is
within 20% of the actual proportion. For example, given the true response
rate of 10%, the estimated response rate of 8-12% is acceptable. Table9.1
indicates that the optimal sample sizes for a typical database marketing ap-
plication should be in the 1,000s, not 100s.

Summarizing, the statistical way of determining the sample size is theo-
retically sound. However, it is not very practical in that three unknown pa-
rameters should be specified quite subjectively to determine the sample size.

9.4.2 Decision Theoretic Approach

Considering both the statistical properties of the test samples and the eco-
nomic factors, Pfeifer (1998) has proposed a practical method to determine
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the optimal sample size. His approach is decision-theoretic in that the optimal
sample size is considered a business decision and, hence, the economic trade-
offs should be carefully evaluated for the increase of sample size. Here we
briefly describe Pfeifer’s approach to determining the sample size. Even
though Pfeifer applied the approach to a (direct) test-mailing problem, it
can easily be applied to other database marketing situations.

9.4.2.1 Problem Definition

A direct marketer needs to decide the number of names to mail in a test
(the sample size = n) from a total of N names (the size of population = N).
The fixed cost for the test mailing is A and its unit variable cost is C'. Let r
be the number of responses from the test mailing and V' be the net present
value to the firm for a given response. Once 7 is observed, the direct marketer
will decide whether to send the mail to the remaining N — n names in the
population. The fixed and variable cost for the rollout mailing is reasonably
assumed to be the same as in the test mailing. Let rg be the number of
responses to the rollout mailing and Vg be the net present value to the firm
for the corresponding rollout response.

9.4.2.2 Prior Response Probability

The key parameter of Pfeifer’s model is the uncertain population response
rate, m. The population response rate is the unknown probability that a
randomly chosen name will respond to the offer. From her experience, the
direct marketer is assumed to have a prior distribution for 7. More specifically,
Pfeifer assumes that the prior distribution of 7 follows a beta distribution
with parameters a = ngmy and b = ng (1 — ).

7.ra—1 (1 _ ﬂ_)b—l

f(W):Wa

0<7<1,a>0,b>0 (9.7
The parameters a and b, or ng and 7y, are the means by which the direct
marketer expresses her prior knowledge on the population response rate .
These two parameters are the required inputs to determine the optimal sam-
ple size in Pfeifer’s model. The parameter 7y may be interpreted as the direct
marketer’s best guess for the population response rate and the parameter ng
as the level of uncertainty in her guess.* The prior information incorporated
in my and ng is equivalent to the information that can be obtained from myng
responses out of the (test) mailing to ng customers. For example, suppose

4 The mean of a beta distribution is a(a + b)*1 = mo. Hence, mp can be regarded as the
direct marketer’s best guess for the population response rate. Similarly, the variance of
a beta distribution is ab(a + b)~2(a +b+ 1)~ = m (1 — m0)(no + 1)~!. Hence, ng
measures the level of uncertainty.
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that 1,000 customers receive catalogs and 20 customers respond. Then the
population response rate is estimated to be my = 0.05 and the variance of
mo 18 7o (1 — 7,) /Mo = (0.05)(0.95)/1, 000. Therefore, values of mg = 0.05 and
ng = 1,000 would mean that the decision-maker was 95% confident the true
response rate was somewhere within 41.96,/(0.05 x 0.95)/1,000 = +0.018
of T — 0.05.

Given the prior distribution on 7, the direct marketer sends test mailings
to n names and gets r responses. Observing the test mailing results, the direct
marketer updates her estimate on 7. Her updated probability forecast of 7
or the posterior distribution of 7 can be written as

71_r+a71 (1 _ ,n_)nf'r+b71

f(mln, r) = B(r+a,n—r+0b)

(9.8)

9.4.2.3 Calculating the Expected Rollout Profit

The direct marketer will decide whether to roll out to the remaining N —n
names in the population after she gets the test mailing results. The profit
from the rollout is

Profitg = Vgrg — (N —n)C (9.9)°

A risk-neutral marketer will roll out if the expected rollout profit, F(Profitg),
is greater than zero. Hence, we compute the expected number of responses
from the rollout mailing, F(rg). Noticing that rg is distributed as a beta-
binomial, its mean can be written as (Johnson and Kotz 1969)

r+a T 4+ Ngmo

E = (N — = (N — 9.10
() = (V=) ey = Y e (00
Therefore, the expected rollout profit is
E(Profitg) = VR E(rg) — (N —n)C = (N —n) VR% —c| (9.11)
0

As mentioned, the direct marketer should roll out the population if
E(Profitg) > 0. Hence, the direct marketer should roll out the list if

r > C(N —n)(ng +n)[Ve(N —n)]~* — nomo (9.12)

Let r* be the smallest integer that satisfies the Equation 9.11. Then the direct
marketer should roll out if the number of responses from the test mailing is
greater than and equal to * and should not if the number is less than 7*.

5 Pfeifer (1998) included the fixed cost term for test mailing (A) in Equation 9.9. However,
we delete it to simplify our exposition. Our key results do not change without the fixed
cost. In addition, Pfeifer himself mentioned that fixed costs can be negligible if the test
mailing is included as part of a regular mailing.
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9.4.2.4 Selecting the Optimal Sample Size

In order to determine the optimal test sample size, let us consider the ex-
pected profit including both the test and the rollout mailing. If r < r* for
the test mailing result, the direct marketer will not roll out and, hence, the
profit (from the test) becomes Profity = Vr — nC. Alternatively, if r > r*
for the test mailing result, the direct marketer will roll out. And the result-
ing profit (from both the test and the rollout) becomes Profit; + Profitg =
Vr —nC + VRE(rg) — (N — n)C. That is, the total profit is a function of
r. Since the probability distribution of r is the beta-binomial, the expected
(total) profit becomes

E(Profity 4+ Profitg|n)

:z_: g(r|n)(Vr —nC) —|—Z [Vr —nC + VgE(rr) — (N —n)C)|
r=0 r—r*
= Vnmy — nC + Z F|n)[Va(N — n)(nomo + r)(ng +n) = — (N —n)C]

r=r*

(9.13)

where g(r|n) is the beta-binomial density for r.

9.4.2.5 Illustrative Example

Given the test sample size n, the direct marketer can calculate the expected
profit from Equation 9.13. To find the optimal sample size, the direct marketer
evaluates Equation 9.12 for various candidate values of n and selects the one
that maximizes the expected profit. Let us provide an illustrative example
given by Pfeifer (1998). A house list consists of 50,000 customers and it costs
$1 to mail. The direct marketer’s best guess for the population response
rate (mg) is 2% and the corresponding level of uncertainty (ng) is assumed
to be 200. With this prior specification, Pfeifer implicitly assumes that the
response rate of a given house list is a randomly drawn number from a beta
distribution with m9 = 2% and ng = 200. The responses to the mailing are
worth $50 each. So mailing to all 50,000 customers in the list will result in
$0 expected profit. It will cost $50,000 (= $1 x 50,000) which is equal to the
expected revenue of $50,000 (= $50 x 2% x 50,000). Without a test mailing,
the direct marketer will be indifferent between mailing to all 50,000 customers
and doing nothing.

The values of the parameters in Equation9.12 are all determined. The
appropriate parameter values are: N = 50,000,C = $1,V = Vi = $50,mg =
0.02 and ng = 200. Figure 9.4 shows the plots of expected profits as a function
of the test sample sizes n. It indicates that a test sample size of about 2,000
maximizes the expected profit. The expected profit with the test sample of
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Fig. 9.4 Test sample size versus expected profit using Pfeifer (1998) Model (From Pfeifer
1998).

0 is $0, because the expected response rate of a house list is the breakeven
response rate. Also, the expected profit is $0 if the test sample size N =
50,000, because there would then be no rollout and the expected profits
for the test would just depend on the expected response rate which is at
breakeven. For any test sample sizes between 0 to 50,000, we have the option
of rolling it or not based on the sample information from the testing results.
If the test indicates the full roll-out will not be unprofitable, the manager will
lose money on the test but avoid the even larger loss of an incorrect roll-out.
However, if the test indicates the full roll-out will be profitable, the manager
makes money on the test and then makes even more on the full launch. That
is, there is 50% chance that the test results suggest the full roll-out and 50%
chance that the test results suggest no roll-out. But we lose some money
when the test results are bad, whereas we can make big money when the test
results are good. As a result, the manager on average makes money through
testing, and the optimal test size is about 2,000 out of a population of 50,000,
or 4%.

It also is important to note that the expected profit numbers that emerge
from this analysis combine subjective and objective information. In a classical
statistical sense, the expected profits could be a biased estimate of the true
expected profits if the manager’s prior for the response rate does not on
average equal the true response rate. For example, if the manager’s prior
is overly optimistic, and overly confident in that prior, the test information
will have little impact on the updated response rate and the expected profits
will be overly optimistic. However, it can be argued that managers learn the
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average response rates across lists, and so their prior is not overly optimistic,
and if they are not confident in the performance of the particular list to be
tested, they can indicate low confidence through a small value for ng.%

9.4.2.6 Extending Pfeifer’s Model

This approach is very promising but could be extended in several ways. Fore-
most would be the incorporation of a control group. Note that the method
assumes a rollout should occur if the expected profit from the rollout is
greater than zero. However, this assumes that if no action is taken, no profit
is generated. This may be the case for a direct marketer who is thinking
of a program of contacting people who are not current customers, which is
the orientation of Pfeifer’s paper. But if the company has current customers,
there will be profits from those customers even if the action is not taken. For
example, if Product A is not cross-sold to the customer, the customer may
buy it anyway through a different channel. These profits are uncertain as are
the profits that might accrue from directly contacting the customer. There-
fore there is uncertainty if the action is taken or not taken. This necessitates
a control group. The question then becomes, what should be the size of the
test group and the control group. Control groups are often used in testing
and it seems the above approach could be extended to this situation.

Another extension would be to incorporate uncertainty in the value of
the customer, V. If the decision is whether to send a catalog, V represents
customer expenditure given the customer responds. This number will also be
uncertain. An extension would be to incorporate priors on this quantity as
well. Obviously, the more diffuse those priors are, the higher sample size will
be needed.

In summary, Pfeifer’s approach is a practical tool for deciding sample size,
directly applicable to customer acquisition tests. Extending the method as
discussed above would provide important and interesting avenues for future
research. It also should be noted that the usefulness of the model hinges on the
validity of the manager’s prior. If the manager states a highly optimistic prior
with great certainty, he or she is likely to calculate positive expected profits
from a roll-out no matter what the test results, and lose money. The key
point is that the expected profit calculations are a combination of objective
evidence from the test and subjective judgment encompassed in the prior, and
therefore essentially a subjective judgment of expected profits. Having noted
this limitation, the model is still valuable because managers use judgments
all the time in deciding whether to undertake a full roll-out. The model
merely captures those judgments rigorously and calculates the implications
for profitability.

6 The authors thank Phil Pfeifer for helpful insights on presenting and discussing this
model.
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9.5 Test Designs

Experimental research generally consists of three phases: the experimental or
planning phase, the design phase, and the analysis phase. In this section we
focus our attention on the design phase and somewhat on the analysis phase.
Once the objective of the research is set in the planning phase, the research
problem should be expressed in terms of a testable hypothesis. For example,
a cataloger would like to know whether the new catalog design increases the
response rates among current customers. A mobile telecommunication service
provider wants to know whether churn rates are higher among customers aged
below 25. It is then time to design the experiment. In this section we study
the test designs that are most popular among database marketers.

9.5.1 Single Factor Experiments

Single factor design is the simplest test design and is fundamental for under-
standing more complex designs. This section discusses single factor experi-
ments in which no restrictions are placed on randomization. Randomization
refers to the random assignment of sample units to experimental (or control)
groups by using random numbers. Treatment conditions are also randomly
assigned to experimental groups. For example, a credit card company is con-
templating whether to make a promotional offer to increase card usage. It
comes up with an idea of offering coupons on gas purchases. Ten randomly
selected customers are given $5 coupons and another ten randomly selected
customers are offered $10 coupon on gas purchase. It randomly selects an
additional ten customers who do not receive any promotional offers. This is
called a control group.” The card usages of 30 customers for a month after
the experiment are shown in Table9.2. Then single factor model becomes

Y;g :M+Tj +5ij (914)
where Y;; represents the ith observation (¢ = 1,2,...,n;) on the jth treat-
ment (7 =1,2,..., k). For example, the third observation in control condition

(Y31) is 600 in Table9.2. 41 is a common effect for the whole experiment, 7;
is the treatment effect of jth condition, and ¢;; is a random error.

We usually assume that the error term ¢;; is distributed as i.i.d. normal
with zero mean and the common variance. That is, £;; ~ N(0,02). It is also

assumed that the sum of all treatment effects is zero, or Z?Zl 7; = 0. To

7 In practice, a control group is defined as the group that receives the current level of mar-
keting activity or receives no treatment at all. A control group is included to ascertain
the true incremental effect of the treatments versus no treatment. For example, cus-
tomers still use credit cards without promotional coupons. Hence, the true experimental
effect of promotional coupon offers is the incremental card usage from the promotional
coupon over the credit card usages among the control group customers.
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Table 9.2 Credit card usage data for single factor experiment

Customer Id Treatment conditions Card usage

1 Control $500

2 Control $550

3 Control $600

4 Control $450

5 Control $500

6 Control $400

7 Control $450

8 Control $550

9 Control $550
10 Control $500
11 $5 coupon $550
12 $5 coupon $600
13 $5 coupon $700
14 $5 coupon $650
15 $5 coupon $700
16 $5 coupon $550
17 $5 coupon $750
18 $5 coupon $650
19 $5 coupon $600
20 $5 coupon $700
21 $10 coupon $700
22 $10 coupon $750
23 $10 coupon $700
24 $10 coupon $800
25 $10 coupon $600
26 $10 coupon $700
27 $10 coupon $750
28 $10 coupon $800
29 $10 coupon $700
30 $10 coupon $750

describe the basics of a one-way analysis of variance (ANOVA), we rewrite
Equation 9.14:

Yij = p+ (g —p) + (Yig — pg) or Yig — = (pg — p) + (Yig — pj) (9.15)

where p ; is the expected value of Y;; given the customer receives treatment
j. Comparing Equations9.14 and 9.15, the jth treatment effect 7; can be
represented by p ; — p.

Since the means in Equation 9.15 are not known, they are estimated from
the n; observations for each treatment condition j. These observations can be
used to estimate the grand mean p and the treatment means ;. Restating
Equation 9.15 in terms of “sample means,” we obtain:

Yij =Y. = (Y=Y )+ (Yy-Y,) (9.16)

where Y _ is the sample (grand) mean over all observations, Y ; is the sample
mean over the observations with treatment condition j. The equation says
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that the deviation of each observation from the overall mean consists of two
parts: the deviation of the treatment mean from the overall mean and its
deviation from its own treatment mean.

Taking squares and summations of Equation 9.16, we have:

k n k nj

SN V=Y =YY Fi-Y )Y D (Y -Y,)? (917

j=1i=1 j=1i=1 j=1i=1

The term in the left is called the total sum of squares while the first term
in the right is called the between groups/treatments sum of squares and the
second term is called the within groups sum of squares or the error sum
of squares. Equation 9.17 says that the total sum of squares is equal to the
between groups sum of squares plus the error sum of squares.

The main interest in single factor experiment is to test whether there are
treatment effects. That is, we conduct a one-way analysis of variance test
where the hypothesis to be tested is Hy. 7; = 0 for all j. If the hypothesis is
accepted, we conclude that there are no treatment effects and all the varia-
tions in the dependent variable Y;; are explained by the grand mean p and
the random error ¢;;.

Going back to the Equation 9.17, it can be shown that the between-group
sum of squares divided by its degree of (k—1), called mean squares, is distrib-
uted as chi-square. Similarly, the error sum of squares divided by its degree
of freedom 2?21 (nj —1) = (N — k) is also distributed as chi-square. And
since these two chi-squares are independent, their ratio can be shown to be
distributed as F with degrees of freedom, (k — 1) and (N — k). Therefore, if
Hy is true, we can test the hypothesis by evaluating the following quantity.

5 3% (7, — V0 (k- 1)
Fi1,n—k = 3;1 Zl — (9.18)
5 5% (¥ = T2/ (N - )

The quantity in the numerator becomes larger when the deviations of the
treatment means from the grand mean become larger. Hence, we reject the
null hypothesis if the quantity in the Equation 9.18 is larger than the critical
region F}_,, where « is the designated significance level.

An one-way analysis of variance is applied to the credit usage data in
Table 9.2 and its results are summarized in Table9.3. The test statistic for
the hypothesis Hy. 7; = 0 for all j = 1,2,3 is F* = 124,000/3,916.7 ~ 31.7
that is larger than the critical value F5 97 = 5.45 at the significant level o« =
0.01.8 Hence, we reject the hypothesis and conclude that there are statistically

8 Most of statistical software can handle an one-way analysis of variance and provide the
ANOVA summary table similar to Table9.3. See “PROC ANOVA” in SAS, “ANOVA
Single” under Data Analysis & Tools in EXCEL, and “one-way ANOVA” under Com-
pare Means & Statistics in SPSS.
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Table 9.3 One-way ANOVA for credit card usage data

Source of variation Degree of freedom Sum of squares Mean squares
Between groups 2 248,000 124,000
Within groups 27 105,750 3,916.7

Total 29 353,750 -

F* =124,000/3,916.7 ~ 31.7 > F 27 = 5.45 at the significant level & = 0.01

significant differences in credit card usages among different amount of coupon
offers on gas purchases.

9.5.2 Multifactor Experiments: Full Factorials

Database marketers often need information on a wide variety of strategic is-
sues. For example, a credit card company manager attempts to devise an op-
timal promotional package to increase credit card usages among current cus-
tomers. She has more than one tactic of interest. For example, there might be
three tactics, or three factors to test in the experiment: (1) the use of coupons
for gas purchases, (2) the use of cash rebates, and (3) the use of “affinity”
cards. The manager is interested in the impact of all three of these marketing
strategies on credit card usage rate. One method is to hold all other factors
constant except one and observe the effects over several levels of this chosen
factor. Alternatively, one can perform a full-factorial experiment in which all
levels of a given factor are combined with all levels of every other factor.

A full-factorial experiment is superior to the one-at-a-time experiment
in several aspects (Hicks 1982). A factorial experiment will provide greater
statistical efficiency since all data are used in computing the effect of each
factor. In addition, we can evaluate interactions among factors with a factor-
ial experiment. This design component is particularly important because we
frequently observe synergistic effects among marketing variables.

To see how a full-factorial experiment works, let us again consider an
example of a credit card company that is considering a promotional offer
to increase the card usage. Now the manager wants to look at the effects
of two promotional variables on card usage: coupons for gas purchases and
a cash rebate for credit card usage. Three levels of coupon amount ($0, $5
and $10) and two levels of cash rebate (0% and 1%) are considered. That
is, it is a 3 x 2 factorial experiment, yielding six possible combinations of
coupon amount and rebate level. Five customers are randomly selected at
each of these six treatment conditions. Table 9.4 shows the (monthly) credit
card usage of these 30 customers after the experiment.

The mathematical model for this experiment can be written as

Yijk = 1+ Tjk + igin) (9.19)
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Table 9.4 Credit card usage data for factorial experiment

Customer Id 1st treatment conditions 2nd treatment conditions Card usage
1 Control Control $450
2 Control Control $500
3 Control Control $450
4 Control Control $400
5 Control Control $450
6 Control $5 coupon $500
7 Control $5 coupon $500
8 Control $5 coupon $600
9 Control $5 coupon $400

10 Control $5 coupon $500

11 Control $10 coupon $500

12 Control $10 coupon $550

13 Control $10 coupon $550

14 Control $10 coupon $500

15 Control $10 coupon $500

16 1% cash rebate Control $500

17 1% cash rebate Control $450

18 1% cash rebate Control $500

19 1% cash rebate Control $450

20 1% cash rebate Control $470

21 1% cash rebate $5 coupon $650

22 1% cash rebate $5 coupon $700

23 1% cash rebate $5 coupon $700

24 1% cash rebate $5 coupon $650

25 1% cash rebate $5 coupon $600

26 1% cash rebate $10 coupon $800

27 1% cash rebate $10 coupon $850

28 1% cash rebate $10 coupon $900

29 1% cash rebate $10 coupon $800

30 1% cash rebate $10 coupon $950

where the subscript j(j = 1,2, 3) represents the levels of coupon amounts, the
subscript k(k = 1,2) represents the levels of cash rebates and the subscript
i(i = 1,2,3,4,5) represents the number of observations/customers for each
treatment condition j and k. For example, Yjo0 is 650 in Table 9.4. Similar to
the single-factor experiment, p is the grand mean for the whole experiment,
Tjk is the treatment effect for jth coupon condition and kth rebate condition,
and &;(;) is a random error.

Treating each treatment condition as unique, the model in Equation 9.19
does not consider the factorial or multifactor nature of the experiment. That
is, we apply a one-way ANOVA to the data in Table9.4 and summarize the
results in Table 9.5a.

The test statistic for the hypothesis Ho. 7, = 0 for all 7 = 1,2,3 and
k=1,21is F* ~ 54.0 (= 122,687.5/2,270.8) that is statistically significant
at the significance level of 1%. Hence, we reject the hypothesis and conclude
that there are statistically significant differences in credit card usages among
different coupon offers and cash rebates.
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Table 9.5a One-way ANOVA for factorial data

Source of variation Degree of freedom Sum of squares Mean squares
Between groups 5 613,437.5 122,687.5
Within groups 24 54,500 2,270.8
Total 29 353,750 -

We can slightly modify Equation 9.19 to represent the multi-factor nature
of the factorial experiments. Decomposing 7, into the main effect of coupon
treatment condition (Cj;), the main effect of cash rebate treatment condition
(Ry), and their interactions (CR;), Equation 9.19 can be rewritten as

Yijr =pn+C; + R, + CRj, + Ei(jk) (9.20)

The two-way ANOVA is the appropriate tool to analyze the model in Equa-
tion 9.20, the general model for a two-way factorial experiment. The main
interests in two-way factorial experiment are three tests: (1) whether there
is a main treatment effect of coupon (Hy : C; = 0 for all j = 1,2,3), (2)
whether there is a main treatment effect of cash rebate (Hy : R = 0 for all
k =1,2), and (3) whether there is an interaction effect between coupon and
cash rebate (Hy : CR;j, =0 for all j =1,2,3 and k = 1, 2). If the hypothesis
Hy : C; = 0 is accepted, we conclude that coupon amounts on gas purchase
will not affect on credit card usage. Similar conclusions will be derived from
other tests.

We apply a two-way ANOVA to the data in Table 9.4 and summarize the
results in Table 9.5b.

The between group sum of squares in Table9.5a (613,437.5) is now de-
composed into three sums of squares in Table 9.5b: between coupons sum
of squares (258,875), between rebates sum of squares (229,687.5) and the
coupons X rebates interaction sum of squares (124,875). Table 9.5b also shows
that each of the two main effects and the interaction effect are statistically
significant at the 1% level.

The significant coupons X rebates interaction implies that a change in one
factor produces a different change in the response variable at one level of the
other factor than at the other levels of this factor. The interaction can be
more clearly seen in Fig.9.5 where the mean card usages (over each of five

Table 9.5b Two-way ANOVA for factorial data

Source of variation Degree of Sum of Mean F
freedom squares squares

Between coupons 2 258,875 129,437.5 57.0

Between rebates 1 229,687.5 229,687.5 101.1

Coupons X rebates 2 124,875 62,437.5 27.5

Errors 24 54,500 2,270.8 -

Total 29 667,937.5 - —
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Fig. 9.5 Interaction in a factorial experiment.

customers) for each treatment condition are graphed. Given no cash rebates,
the mean card usages are $450 for no coupons, $500 for $5 coupons, $520
for $10 coupons. On the other hand, with 1% cash rebates, the mean card
usages are $475 for no coupons, $660 for $5 coupons, $860 for $10 coupons.
That is, there exist positive synergies between coupons and cash rebates. Or
coupons are more effective when they are used with 1% cash rebates. If there
are no coupons X rebates interactions, the card usage plot of no cash rebates
should be parallel to the card usage plot of 1% cash rebates.

9.5.3 Multifactor Experiments: Orthogonal Designs

A full-factorial experiment is very useful to database marketers since several
factors are simultaneously considered and, hence, all interaction effects can be
identified. However, as the number of factors considered in a factorial exper-
iment increases, the number of treatment conditions increases very rapidly.
For example, it is not unusual for database marketers to consider 5 factors
where each factor has three levels. The number of treatment conditions for
this factorial experiment is 245 (= 3%). It is not economical — sometimes, it is
not even feasible — to assign customers to each of 245 treatment conditions. In
order to overcome this problem, researchers use “fractional factorial” designs,
where only a fraction of all possible treatment combinations is selected for



242 9 Test Design and Analysis

Table 9.6 Orthogonal array for 29 factorial design

Combination Factors and levels
A B C D E F G H I
1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 2 2 1 2 2
3 1 1 1 2 1 2 2 1 2
4 1 1 1 2 2 1 2 2 1
5 1 2 2 1 1 1 1 2 2
6 1 2 2 1 2 2 1 1 1
7 1 2 2 2 1 2 2 2 1
8 1 2 2 2 2 1 2 1 2
9 2 1 2 1 1 1 2 1 2
10 2 1 2 1 2 2 2 2 1
11 2 1 2 2 1 2 1 1 1
12 2 1 2 2 2 1 1 2 2
13 2 2 1 1 1 1 2 2 1
14 2 2 1 1 2 2 2 1 2
15 2 2 1 2 1 2 1 2 2
16 2 2 1 2 2 1 1 1 1

testing (Hicks 1982). In fractional factorial designs one willingly gives up the
measurement of all possible interaction effects and obtains a smaller number
of treatment conditions.

A special class of fractional factorial designs, called orthogonal arrays,
is a highly fractional design in which all main effects can be identified al-
though all interaction effects are assumed to be negligible (Green 1974).
Widely used in conjoint analysis experiments, orthogonal arrays are known
to be the most parsimonious set of designs (in the sense of the lowest num-
ber of treatment conditions) available for estimating main-effect parame-
ters. For example, we consider an experiment with 9 factors where each
factor has two levels. Hence, the number of treatment conditions for the
full factorial experiment is 512 (= 2°). Table9.6 shows an orthogonal ar-
ray for this experiment that was provided by Addelman (1962). In the case
of orthogonal arrays a necessary and sufficient condition for the main ef-
fects of any two factors be uncorrelated (unconfounded) is that each level
of one factor occurs with each level of another factor with proportional
frequency.

Assuming that all interaction effects can be neglected, we can reduce the
number of treatment conditions from 512 to 16. With relatively few treat-
ment combinations, orthogonal arrays allow us to estimate all main effects
on an unconfounded basis for a dozen or more factors, each at two or three
levels.

The concept of “confounding” is important in fractional designs and merits
some elaboration. Assume we have a three-factor experiment where we want
to test three treatments, each at two levels. Let’s say the experiment is for
a credit card and the factors are coupon (yes or no), rebate (yes or no), and



9.5 Test Designs 243

Table 9.7 Two potential fractional designs for a 23 experiment

Design 1 Design 2
Treatment Coupon Rebate Affinity Coupon Rebate Affinity
1 Yes Yes Yes Yes Yes Yes
2 Yes Yes No Yes No No
3 No No Yes No Yes No
4 No No No No No Yes

affinity card (yes or no). A full factorial experiment would have 2% = 8 combi-
nations. Let’s assume eight combinations are impractical for the researcher so
we want to design an experiment with just four combinations. Table 9.7 shows
two possible designs. Which is the better design? Experiment 1 runs into the
problem of “confounding.” The confounding is between the Coupon and Re-
bate. With this experiment, we will not be able to differentiate the impact
of the coupon from that of the rebate, because every treatment group that
gets a coupon also gets a rebate, and every group that does not get a coupon
does not get a rebate. If card usage is higher for groups 1 and 2, we don’t
know if it due to the coupon or the rebate. There is no way to differentiate
these effects. In contrast, Experiment 2 has no confounds between any pairs
of the three factors. If treatment groups 1 and 2 have higher usage rates, that
can be interpreted as due to the coupon, because treatment groups 1 and 2
both always have coupons but sometimes have rebates or affinities and some-
times not. Similarly, groups 3 and 4 never have a coupon but sometimes have
rebates or affinities and sometimes not. Experiment 2 is the preferred design.

Lists of orthogonal designs (e.g., Table9.6) are provided by Plackett and
Burman (1946) and Addelman (1962), making it easier to develop orthogonal
arrays. SPSS also provides a routine for creating orthogonal arrays.

The price of the orthogonal array is that it assumes there are no interac-
tion effects, whereas there may be interaction effects as we saw in the credit
card example. Another way to state the assumption is that the orthogonal
array cannot differentiate between a main effect and various interactions, so
we just assume there are no interactions and that the main effects we estimate
just reflect main effects and nothing else. This is somewhat troublesome but
often main effects are clear and important, and interactions are indeed sec-
ondary. There are in fact intermediate-type fractional factorial designs where
a fraction of all possible combinations are selected so that at least some of
the interactions can be estimated (see Winer 1971 for a thorough treatment).
These fractional factorials of course will require more treatments.

9.5.4 Quasi-Experiments

As the name implies, a quasi-experiment is almost a true experiment. A
quasi-experiment is where we are unable to fully manipulate the scheduling
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or assignment of treatments to test units (Malhotra 1993). There are many
types of quasi-experiments, but their common feature is that the assignment
of treatments to customers is not controlled by the researcher.

Quasi-experiments are therefore used in database marketing when it is
difficult to randomly assign customers to treatment conditions. For example,
we may want to evaluate the impact of a customers’ participation in a reward
program on their purchase frequencies. We offer the reward program to all
customers and let customers decide whether they participate the program or
not. Suppose that 40% of customers participate and the rest do not. Monthly
purchase dollars before and after launching the rewards program are mea-
sured. Program participants increase their purchase dollars from $100 to $120
as a result of the rewards program. Purchase dollars of non-participants are
also increased from $90 to $100. Non-participants in this quasi-experiment
serve as the control set. Hence, we may conclude that customers increase
their purchase dollars by ($120-100) — ($100-90) = $10 due to their program
participations. However, this conclusion is misleading since customers were
not randomly assigned between program participants and non-participants.
There could be a self-selection bias whereby the customers who self-selected
into the rewards program were pre-disposed to buy from the company anyway
(see Chapter 11, Statistical Issues in Predictive Modeling). A true experimen-
tal design would approach this situation by dividing customers randomly into
participants and non-participants. The random assignment would eliminate
concerns for selection bias.

One way of reducing the selection bias in quasi-experiments is to introduce
covariates in analyzing the experimental effect. This is called the analysis of
covariance (ANCOVA). ANCOVA tries to control statistically for factors that
influence purchase frequency besides membership in a rewards program. One
can also develop a formal selectivity model (see Chapter 11, Statistical Issues
in Predictive Modeling).

In summary, quasi-experiments are in general less preferred because one
loses the randomization of the true experiment. Randomization rules out
other factors as causes (on average) and particularly addresses selection bias.
However, in the real world, one may not have the luxury of randomizing. In
that case, the researcher at a minimum should use an analysis of covariance
framework, and consider formulating a formal selectivity model.



Chapter 10
The Predictive Modeling Process

Abstract The third cornerstone of database marketing (the other two being
LTV and testing) is predictive modeling. Predictive modeling is the use of
statistical methods to predict customer behavior — e.g., will the customer
respond to this offer or catalog? Will the customer churn in the next 2
months? Which product in our product line would be most attractive to the
customer? Which sales channel will the customer use if we send the customer
an email? Predictive modeling first and foremost is a process, consisting of
defining the problem, preparing the data, estimating the model, evaluating
the model, and selecting customers to target. We discuss the process in depth,
and conclude with a review of some important long-term considerations
related to predictive modeling.

10.1 Predictive Modelling and the Quest
for Marketing Productivity

Predictive modeling is the database marketer’s primary tool for making mar-
keting efforts more productive. Predictive modeling allows the firm to focus
its marketing efforts on the customers for whom those efforts will be most
effective.

Table 10.1 illustrates economic benefits of predictive modeling for a direct
marketer. The company has a list of 1,000,000 potential customers purchased
from a list vendor, and is planning to mail an offer for a compact DVD
player. If the customer decides to purchase and responds to the offer, the
profit contribution is $80. The cost of the mailing is $0.70 per mailed-to
customer. Although this would not be known in advance, assume that a
mailing to the entire list will generate 10,000 responses, a 1% response rate. If
the company mails to the entire list, profit contribution is 1,000,000 x 0.01 x
$80 = $800,000, and costs are 1,000,000 x $0.70 = $700,000. The net profit
is $800,000 — $700,000 = $100,000, an ROI of $100,000/$700,000 = 14.3%.

245
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Table 10.1 Targeted versus mass marketing: The role of predictive modeling

e Parameters for a direct marketing campaign

Number of prospects on list 1,000,000
Profit contribution per response $80

Cost per mailing $0.70
Response rate if mail to entire list 1%

e Mass marketing approach — contacting all 1,000,000 prospects
Profit = 1,000,000 x 0.01 x $80 — 1,000,000 x $0.70
= $800,000 — $700,000
= $100,000
e Targeted approach using predictive modeling — contacting the top five deciles

Decile Number of prospects Response rate (%) Cumulative
Profit (8) Profit (8$)

1 100,000 3.00 170,000 170,000
2 100,000 2.00 90,000 260,000
3 100,000 1.40 42,000 302,000
4 100,000 1.15 22,000 324,000
5 100,000 1.00 10,000 334,000
6 100,000 0.60 —22,000 312,000
7 100,000 0.40 —38,000 274,000
8 100,000 0.30 —46, 000 228,000
9 100,000 0.10 —62,000 166,000

10 100,000 0.05 —66, 000 100,000

=  Profit = $334,000 by targeting top five deciles

The bottom portion of Table10.1 shows how predictive modeling im-
proves things considerably. Predictive modeling prioritizes the 1,000,000
prospects according to their likelihood of responding. We can then parti-
tion the prospects into 10 deciles ordered by likelihood of response. Those
in the top decile have a 3.00% chance of responding; those in the bottom
have only a 0.05% chance. The profit from mailing to the top decile is
100,000 x 0.03 x $80 — 100, 000 x $0.70 = $170, 000. The top five deciles gen-
erate positive profit if mailed, whereas the bottom five deciles generate a loss.
The decision is simple — mail to prospects in the top five deciles. The expected
profit is $334,000 despite an investment of only 500,000 x $0.70 = $350, 000.
For only half the investment compared to a mass mailing, the predictive
modeling approach yields more than three times the profit, for an ROI of
$334,000/$350, 000 = 95.4%!

The key assumption is that the direct marketer is able to segment cus-
tomers into deciles prioritized by likelihood of response. This is the job of
predictive modeling.

The predictive model will be more successful to the extent that it can
better separate responders from the non-responders. Table 10.2 shows that
“small” improvements in this segmentation can have a dramatic impact on
profits.

Table 10.2 shows three scenarios. Scenario 1 is the present situation, taken
from Table10.1. In Scenario 2, the predictive model is able to identify a
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top decile that has a 3.5% response rate rather than a 3.00% response rate.
The second and third deciles are also a little better (2.20% vs. 2.00% and
1.50% vs. 1.40%), while the lower deciles have lower response rates so that
the average still comes to 1.00%, maintaining the assumption that 1.00% of
the 1,000,000 prospects will respond. This slight increase in predictive ability
means that if the direct marketer were to mail to the top five deciles, profits
would be $370,000 rather than $334,000. Profits are maximized by mailing to
the top four deciles, yielding $376,000 in profits. This is an increase of $42,000
and now ROI is $376,000/(400,000 x $0.70) = 134%. Scenario 3 continues
this process, except now response rate in the top decile is 4.00% rather than
3.00%, etc. Optimal profits in this scenario are now $430,000, for an ROI of
$430,000/(300, 000 x $0.70) = 205%.

In short, predictive modeling allows dramatic increases in profits relative
to mass mailing, and every “ounce” of additional predictive ability increases
profits still further. An improvement from 3.0% response to 3.5% response
doesn’t seem that large. But multiplied through by the 100,000 customers in
decile 1, and then by the $80 contribution, increases profit by 0.50 x $80 x
100, 000 = $40, 000.

Because of the above economics, predictive modeling has become a very
competitive industry. While the basic process is straightforward, there are
many subtleties and nuances. There is a continual race for the “latest and
greatest” twist that produces a 3.5% top-decile response rather than 3.0%.
Many of these details are described in Chapters8 and 11 through 19, which
cover the statistical methods and data sources that underlie the process. The
purpose of this chapter is to focus on the process, to show how the methods
and data combine to create the “lift table” shown in Table 10.1.

10.2 The Predictive Modeling Process: Overview

Figure 10.1 presents the predictive modeling process. It consists of four main
steps — (1) Define the Problem, (2) Prepare the Data, (3) Estimate the Model,
and (4) Select Customers to Target. Each of these consists of important sub-
steps. Academic research often focuses on one sub-step at a time, e.g., com-
paring neural nets to logistic regression as a statistical model. However, as
emphasized by Neslin et al. (2006a), all the steps are important in combina-
tion, and together constitute an approach to predictive modeling.

10.3 The Process in Detalil

10.3.1 Define the Problem

Many managerial issues can be addressed by predictive modeling. For ex-
ample, a financial services company may need to select prospects to target
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Fig. 10.1 The predictive modeling process.

for an acquisition campaign, identify current customers who are in danger of
taking their business elsewhere (“churning”), decide which financial products
to cross-sell to which customers, decide which customers should receive a new
company-sponsored magazine, or decide which customers should be offered
a free needs assessment by a financial advisor.

The Internet has generated many applications of predictive modeling, in-
cluding: which customers should be serviced on the Internet versus a company
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representative, which products should be recommended to the customer as
he or she navigates through the company website, which online ads should be
“served” to which customers on which pages (Manchanda et al. 2006), which
customers should receive which promotions as they purchase from an e-tailer
website (Zhang and Krishnamurthi 2004), and which customers should re-
ceive e-mails with particular messages (Ansari and Mela 2003). Even as the
Internet enters its mature stage as a marketing channel, answers to these
questions are still not part of normal business routine.

10.3.2 Prepare the Data

Data preparation is perhaps the least exciting phase of the predictive model-
ing process, but it is the foundation upon which rests the success of the entire
process. It involves a variety of tasks, ranging from conceptual to clerical.

10.3.2.1 Define the Behavior to Be Predicted
and the Potential Predictors

The behavior to be predicted (the “dependent variable”) follows directly
from the definition of the problem. For example, if the problem is to identify
would-be churners, the behavior to be predicted is customer churn.

The main categories of potential predictor variables include (see Chap-
ter 8):

o (Customer characteristics — demographics, lifestyle, psychographics, gener-
ally, variables that describe the customer and remain relatively constant
over time.

e Previous behavior — previous purchases, previous product usage, and re-
sponse to previous marketing efforts. Behavior is often described using
“RFM” variables (recency, frequency, and monetary value), i.e., how re-
cently did the customer purchase, how frequently has the customer pur-
chased over the last = years, and what is the average expenditure when
the customer makes a purchase.

e Previous marketing — previous marketing efforts targeted at the customer,
including catalogs, e-mails, telemarketing, sales force visits, etc.

Table 10.3 depicts examples of managerial problems, the behavior of interest,
and potential predictors. For example, in deciding which prospects to target
for a customer acquisition campaign, the company may have conducted a
test mailing. Response to that test is the behavior to be predicted. Potential
predictors would be customer characteristics included in the prospect list,
e.g., the customer’s “FICO” score (a measure of financial risk developed by
Fair Isaac, Inc. (Myers Internet, Inc. 2005).
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Table 10.3 Illustrative managerial problems, behaviors to be modeled, and potential
predictors

Managerial problem Behavior to be modeled Potential predictors
(dependent variable)

Decide which prospects to Response to test mailing  Customer characteristics

target for acquisition included in the prospect list
campaign (demographics, FICO score,
etc.)
Identify would-be churners Customer churn Customer characteristics

(demographics, location),
previous behavior (usage rate,
usage trend, complaints, etc.)

Decide what product to Product bought most Customer characteristics
cross-sell to which recently (demographics, etc.), previous
customer behavior (product ownership,

cross-buying propensity, etc.)
Decide who should receive Response to test mailing  Customer characteristics

catalog of catalog (demographics, etc.), previous
behavior (RFM variables),
previous marketing (recency
and frequency of catalogs
previously sent; catalog
“stock” variable)

Decide who should be Customer lifetime value Customer characteristics
invited to join customer (demographics, etc.), previous
tier program behavior (response to

marketing efforts, RFM
variables), previous marketing
(# of contacts, etc.)

Sometimes the choices are not straightforward. For example, if the com-
pany has a particular product in mind for a cross-selling campaign, it can
conduct a test and use response to the offer for this product as the depen-
dent variable. However, the company might have several potential products
to cross-sell and can’t test each one. One possibility is to define the behavior
to be predicted as the product most recently purchased. Important predictors
would include the products the customer had bought previously to the most
recent product (see Chapter 21, Knott et al. 2002).

Paradoxically, previous marketing efforts, and response to those efforts, of-
ten are the most difficult data to compile. This is partly due to poor record-
keeping. For example, during the dot-com boom, companies e-mailed cus-
tomers frantically without noting which customers received what. In contrast,
previous purchase data are readily available because purchases are recorded
by accounts receivable.

One category of data usually not used is competitive activity — marketing
efforts received or competitive products purchased by current customers. This
is due to the difficulty in collecting such data, and is endemic to database
marketing.
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10.3.2.2 Compile the Data

The behavior and predictors listed in the previous step must be quantified
and assembled into a data file that can be accessed by statistical software.
The data may be available from several sources:

e The “house file” — For example, for the next-product-to-buy application,
the company should know from its current customer records the product
most recently purchased and the products that were purchased before that
one.

e Purchased data — For example, a financial services company may need a
measure of financial risk such as a FICO score. It can purchase a list of
individuals with their FICO scores, and merge it with its house file. This
can also be done with variables such as product ownership, media usage,
etc. The process is to find a list that has the desired variable and merge
that with the house list. The parties that help do this are list brokers (who
can find lists), list managers (who sell the lists), and service bureaus that
merge purchased lists and house lists.

e Test data — Very often, a test provides the key source of data, especially
the dependent variable. For example, a telecom company might test a
churn management program on a group of 20,000 high-potential churners
and observe which ones are “rescued” by the program. This provides the
dependent variable — “rescue” — for a predictive model.

e Surveys — Surveys are useful for obtaining measures on two variables often
missing from house data and difficult to purchase from a third party —
consumer attitudes and competitive activity. The problem is that for a
company with a million or so customers, it is impractical to survey all
of them. However, one procedure is to survey a subset of customers and
leverage the results to infer the attitudes of the rest of its customers, or
infer the competitive activity of its customers (see Du et al. 2005).

e Text Data — The vast majority of data used for predictive modeling are
metric — RFM, customer demographics, etc. However, text data such as
the content of customer e-mails may be an important future source of
data. See Coussement and Van den Poel (2007a) for a recent application
to predicting customer churn.

Figure 10.2 illustrates schematically how predictive models can be used to
leverage survey data on a subset of customers to infer data for the rest of
the customer base (see also Chapter 16). The example is of a company using
cluster analysis of survey responses to define market segments, estimating a
predictive model to predict membership in those segments, and then apply-
ing that predictive model on its (non-surveyed) customers to predict their
membership in the desired cluster.

The first step is to survey say 500 customers on their “attribute impor-
tances” (e.g., the importance of quality, reliability, durability, price, conve-
nience). These data are then cluster analyzed to define market segments (in
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Fig. 10.2 Leveraging survey data for application to the complete customer database.

this case, Quality Seeker and Price Seeker segments). Then a predictive model
is estimated to predict which customers in the survey are members of the de-
sired segment. The predictors are customer characteristics and RFM variables
collected from the survey respondents, but also available in the house data
file.! The predictive model can then be applied to the full customer database
to identify customers predicted to be in the desired cluster.

This procedure provides the potential to incorporate richer variables into
a predictive modeling application. The spirit of the approach is similar to all
predictive modeling, where a model estimated on a subset of customers is ap-
plied to the entire customer data file. However, the sample size for estimating
the model is typically much lower (e.g., 500 rather than thousands) and the
richness of the data being analyzed may make them more difficult to predict.
Hence, companies should be cautious, using controlled tests before rolling out
a full campaign based on this approach.

10.3.2.3 Pre-Process the Data

Once the data have been assembled in a data file, there is the often painstak-
ing job of “pre-processing” the data. There are three main tasks — creating
dummy variables, handling missing data, and creating composite variables.

Nominally scaled variables such as gender, country of residence, source of
acquisition, etc., must be re-scaled as dummy variables. Some computer pro-
grams, e.g., ModelMax, distributed by ASA, Inc. (http://www.asacorp.com/
index.jsp) do this automatically. SAS, SPSS, and Excel, can also be used to
create dummy variables.

Composite variables are created by combining two or more of the original
variables. For example, RFM variables are typically created from original
variables. For example, recency is created by finding the date of the most
recent purchase and calculating the time from that purchase to the time

1 We assume the survey is anonymous so the customer characteristics and RFM variables
have to be asked directly. If the survey were not anonymous, the firm could simply link
the customer to the customer characteristics and RFM variables available in its house
file, and just use the survey to collect the attitudinal data.
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period when the dependent variable is observed; frequency is created by
counting the number of purchases over a given period or since the acquisition
of the customer; monetary value can be calculated as the average expenditure
across all purchases ever made by the customer. RFM can be defined on
marketing as well as purchase data. For example, RFM measures of outgoing
customer contacts would include: when did the customer last receive a
catalog (recency), how many catalogs did the customer receive over the last
year (frequency), and what was the average size of the catalog received by
a customer (monetary value).

Another composite variable is trend. For example, a telecom company
may have data on the number of calls made each month over an 8-month
period. The analyst may calculate a trend to indicate whether the number of
calls is increasing or decreasing. This could be the compounded growth rate
(geometric mean) over the 8-month period, or the trend coefficient from a
regression of number of calls versus time.

Composite variables can quantify “massively categorical variables” such
as zip code or state (Steenburgh et al. 2003). For example, there are 50
states in the USA. One can create 50 dummy variables to represent each
state. But probably several states contribute equally to the dependent vari-
able, so those states should be combined into one composite dummy vari-
able (e.g., if State = CA, NH, ME, FA, or MA, then COMSTATE = 1;
else COMSTATE = 0). The question is which states should be combined.
There are algorithms for figuring this out, usually combining heuristics and
statistical tests. States might be ordered in terms of response rates, and var-
ious breakpoints considered for grouping the states together. For each set
of breakpoints, a statistical test can be used to decide whether the states
grouped together by the breakpoints have equal response rates. These algo-
rithms are employed by decision tree software (see Chapter 17) but are also
available in software geared toward other statistical procedures (e.g., see the
ModelMax program mentioned earlier, that “bins” variables such as state of
residence into homogenous composite groups).

Another approach is due to Steenburgh et al. (2003). These authors create
a hierarchical Bayes model for zip codes of the form:

J

Y=Y ;X + B, +e (10.1)
j=1
K

Be=> Wiz +vs (10.2)
k=1

where

Y; = Value of the dependent variable (e.g., lifetime value) for customer i.

X;; = Value of predictor variable j for customer .

a; = Parameter reflecting the importance of predictor variable j in predicting
behavior.
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3, = Contribution of zip code z to predicting behavior.?

Wy, = Value of variable k associated with zip code z. For example, these
variables might be the average income of all persons residing in zip code
z, their average age, education, or the average home value of homes in zip
code z.

v, = Importance of Wy, in determining the contribution of zip code z to
predicting behavior. For example, a high value of ~y; for & = income would
mean that zip codes with high income tend to have higher values of the
dependent variable.

€; = Unobserved factors for customer 4 that influence this customer’s behav-
ior.

v, = Unobserved factors for zip code z that influence this zip code’s contri-
bution to customer behavior.

Rather than 10,000 zip code dummies, the idea is to model the contribution of
zip code to behavior as a function of observed characteristics of the zip code.
The authors estimate this model using Bayesian techniques, and show that it
outperforms a more straightforward model that includes the characteristics of
the zip code directly in the model. The authors find that if a lot of information
is available for each zip code, the difference between the approaches is not as
large.

The final phase of pre-processing the data is handling missing values. As
described in Chapter 11, this can be done by eliminating customers with miss-
ing data (this is usually too wasteful), creating missing variable dummies, or
imputing a value for the missing value. The simplest approach is to insert the
mean for each missing variable, but this procedure can be highly inaccurate
if the missing variable is highly correlated with other variables. For example,
if income is highly correlated with education and income is missing, it would
distort the results to impute the same income for both a highly educated and
not highly educated customer. For that reason, missing variable dummies or
more sophisticated methods of imputation, as described in Chapter 11, are
preferred.

10.3.2.4 Create Calibration and Validation Samples

As described in Chapter 11, it is a good idea to estimate the predictive model
on a “calibration” dataset, and test it on a “validation” dataset. This pre-
vents model “over-fitting,” i.e., finding statistical parameters that predict
idiosyncratic characteristics of the calibration data that do not hold up in
the real world.

The question arises as to what should be the sample size and percent-
age allocation of data to calibration versus validation. Usually, in database

2 2 is not indexed by i in Equation 10.2 because Equation 10.2 models the average con-

tribution of zip code z to predicting behavior. In Equation 10.1, we would use the § for
z;, the zip code where customer i resides, to predict that individual’s behavior.
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marketing applications the sample sizes vary from 10,000 to 100,000s. Note
this is the case even if all variables are observed for all millions of customers.
The reason is that to estimate a model on say a million customers can use
a lot of computer time, and sample sizes in the tens of thousands often are
sufficient. If the sample size is relatively small (e.g., 10,000), intuitively the
majority of the data should be allocated to the calibration data. In this case,
Chapter 11 discusses a 2/3, 1/3 allocation to calibration and validation.

10.3.3 FEstimate the Model

10.3.3.1 Select Predictors

In Chapter 11, we discuss various methods for selecting variables for inclusion
in predictive models. These include:

Theory: For example, customer satisfaction should predict customer churn.
Managerial Relevance: For example, evaluating the call center may be on
management’s agenda, so including “number of calls to call center” may
be an important variable to include in a churn model.

o Stepwise Regression: This method selects the subset of the variables that
maximizes adjusted R?. Adjusted R? penalizes the model if it uses too
many variables to achieve a good level of fit. Stepwise procedures exclude
variables that are correlated with the dependent variable, but also corre-
lated with other predictors that are even more highly correlated with the
dependent variable, and excludes variables that simply have low correla-
tion with the dependent variable.

o All-possible Subsets Regression: This examines all models that can esti-
mated given the set of predictors, and chooses the best one. This is an
appealing idea but becomes impractical when there are even a moderate
number of predictors.

e Factor Analysis: This groups together predictors that are highly correlated
with each other to create a composite variable as a weighted sum of those
variables.

e Decision Trees: Decision trees select variables that best separate respon-
ders from non-responders, among the customers left after previous sub-
divisions of the data.

There are no definitive studies on the best way to select variables for a predic-
tive model. Data collected as part of a “churn modeling tournament” (Neslin
et al. 2006a) provide some evidence for how commonly used various methods
are, shown in Fig. 10.3. The churn modeling tournament invited academics
and practitioners to predict customer churn using a database made available
by the authors. There were 44 entries, divided roughly 50-50 between aca-
demics and practitioners. As shown in Fig.10.3, the most commonly used
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Fig. 10.3 Methods used to select variables for churn modeling tournament (Statistics
provided by Neslin et al. 2006a).

methods for selecting variables were (1) exploratory data analysis (e.g., cal-
culating correlations and examining the data), (2) “common sense,” and (3)
stepwise. Entrants also used, to a lesser degree, “theory,” factor analysis, and
cluster analysis. When confronted with a real problem, analysts apparently
use relatively “low brow” methods to select variables, and among statistical
techniques, stepwise regression dominates.

Another finding from the tournament is the number of variables included
in the model. Figure 10.4 shows this distribution. There were approximately
75 predictors in the data provided. Participants could also create dummy
variables and composite variables. Figure 10.4 shows that the clear majority
of modelers included 40 or fewer variables, although a few included 100+.

# of Entries
fes]
L

T T T

0-20 21-40 41-60 61-80 81-100 100-120 121-140 141-160 >160
Number of Variables in Model

Fig. 10.4 Number of predictors used in predictive models for churn modeling tournament
(Statistics provided by Neslin et al. 2006a).
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These entrants used decision tree approaches that create several decision
trees, each with a different set of variables. Therefore, the “norm” for a real-
world application in this case was about 20—40.

10.3.3.2 Select the Statistical Modeling Technique

Statistical techniques that can be used for predictive models include:

Regression

Logistic regression (Chapter 15)

Type I or Type II Tobit (Chapter 15)
Decision trees (Chapter 17)

Neural nets (Chapter 18)

Machine learning algorithms (Chapter 19)

No one method is considered best in terms of predictive accuracy. Machine
learning algorithms appear very promising, but they have not been applied
often enough or compared enough to more traditional methods to make a
definitive statement. It is noteworthy that the winning entry to the churn
modeling tournament was a bagging and boosting decision tree algorithm, a
machine learning method.

An important criterion in selecting a statistical model, besides predictive
accuracy, is ease of interpretation, i.e., understanding and communicating
what drives the behavior being modeled. Decision trees are especially strong
here, and to a lesser degree logistic or regular regression. For example, the
branches of a decision tree can easily be communicated to customer care cen-
ter personnel so they can act accordingly (e.g., “if the customer is a heavy
user, been a customer for at least 5 years, and has called before, route the cus-
tomer to the...department”). Neural nets and machine learning algorithms
are generally weaker on this criterion. Neural nets supposedly gain predic-
tive accuracy because they are highly nonlinear and can capture interactions.
However, to the authors’ knowledge, most neural net programs do not clearly
show these effects.

Another important issue is the nature of the dependent variable. If the
dependent variable is continuous, regular regression is easy to use, whereas
logistic regression is designed for the case of a 0—1 dependent variable (e.g.,
respond versus not respond). Multinomial logit can be used if the dependent
variable is nominally scaled but contains several categories. Decision trees,
neural nets, and machine learning algorithms can be used for both continu-
ous and 0-1 dependent variables. Type I Tobits are designed for continuous
variables that have a lower limit, such as customer expenditures, which are
bounded below by zero. Type II Tobits are applicable when modeling a 0-1
and a continuous variable, such as whether the customer will respond, and
if so, how much he or she will spend. Research is needed to compare Type 11
Tobits with using a regression model for expenditures, a logistic regression
for response, and multiplying the results.
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Fig. 10.5 Statistical models used for the churn modeling tournament (Statistics provided
by Neslin et al. 2006a).

Figure 10.5 shows the methods that were used for the churn modeling tour-
nament. Logistic regression was the most popular method, followed by deci-
sion trees and neural nets. Logistic regression is readily available on standard
software, including SPSS and SAS. Decision trees require specialized soft-
ware such as SPSS’s AnswerTree. ASA’s ModelMax (Sect. 10.3.2.3) is one
alternative for developing neural nets.

10.3.3.3 Estimate the Model

As noted in Sect. 10.3.2.4, it is common to subdivide the data into calibra-
tion (estimation) and validation (holdout) samples. Sometimes a model is
estimated on the calibration data, tested on the validation, and then re-
estimated and re-tested as necessary, eventually arriving at the final model.
Note this iterative process is not a validation test. In a validation test, the fi-
nal model is used to predict for the validation sample. In the churn modeling
tournament (Neslin et al. 2006a), more than three quarters of the submis-
sions subdivided the data as part of estimation. In fact, neural net algorithms
often use this tactic in employing “training” and “test” samples.

10.3.4 FEvaluate the Model

10.3.4.1 Creating a Lift Table

Creating a lift table is a crucial first step in evaluating and then using a
predictive model (Table 10.1). Consider the case of a catalog mailing. The
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Table 10.4 Creating a lift table: RFM and response data for test mailing

Customer Recency Frequency Monetary Buy or no buy
1 0 5 $242 1
2 3 4 $221 1
3 1 6 $192 1
4 0 4 $182 0
5 1 4 $215 0
6 1 5 $244 1
7 1 6 $211 0
8 3 7 $180 0
9 4 6 $183 0
10 3 8 $210 0
11 2 8 $231 0
12 0 6 $182 0
13 2 5 $193 1
14 0 5 $214 0
15 0 7 $231 0
16 0 2 $168 0
17 4 10 $178 1
18 2 10 $191 1
19 3 12 $181 0
20 4 4 $227 1
21 1 5 $216 0
22 6 11 $244 0
23 1 4 $208 0
24 4 8 $202 0
25 1 5 $230 0
9,990 0 5 $240 1
9,991 1 11 $169 0
9,992 1 1 $172 0
9,993 1 6 $211 0
9,994 1 6 $179 0
9,995 0 4 $214 0
9,996 1 4 $220 1
9,997 2 11 $208 1
9,998 4 10 $215 0
9,999 2 5 $197 1
10,000 1 7 $229 0
Average 2.00 5.99 $200 0.261

company conducts a test on 10,000 customers and observes the responses
shown in Table10.4. It has measures of recency, frequency, and monetary
value to use as predictors. For example, customer 1 bought last month and
so has a recency of 0, bought 5 times over the last year and therefore has a
frequency of 5, and the customer’s average expenditure per purchase is $242.
It turns out that the customer responded to the catalog and made a purchase.
The responses were generating by simulating the following logistic regression
model:
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1
1+ ¢ (—75—0.15R+0.1F+0.03M)

Probability (Respond) = (10.3)
Response is negatively related to recency, and positively related to frequency
and monetary value. It turns out, simulating this model, that 26.1% of all
10,000 customers responded to the catalog.

Using all 10,000 observations yields the following logistic regression:

1
1+ e—(=7.739—0.118 R+0.092F+0.031 M)

Probability (Respond) = (10.4)

Note this model is close to the true model, in Equation 10.3. The next step
simply is to substitute each customer’s values for R, F', and M into Equa-
tion 10.4 and calculate the predicted probability of response, yielding Ta-
ble 10.5. We see that we predict a probability of 0.554 that customer 1 re-
sponds to the catalog.

Next we order the customers by predicted likelihood of response as shown
in Table 10.6. Customer 7,672, with R = 2, F = 11, and M = $290, has the
highest predicted probability of response, 0.884. The top 25-ranked customers
have high predicted response probabilities, and indeed, most of them re-
sponded. The bottom customers (#s 9,990-10,000) have low predicted prob-
ability of response, and none of them responded.

Now we are in a position to divide the data into n-tiles, in this case, deciles.
The top decile includes customers ranked 1 through 1,000. Table 10.7 shows
that the 1,000th customer has a predicted response probability 0.4588.3 We
would classify any new customer with a predicted probability between 0.4588
and 1 to be in the top decile. Note also that 54.2% of the customers in the
top decile actually did purchase.

We can repeat this process for the 2nd, 3rd, etc. deciles. This produces the
lift table shown in Table 10.8.* We can use Table 10.8 to calculate profit per
decile as in Table 10.1. The model would then be applied to the company’s
1,000,000 other customers. Each would be classified in the appropriate decile
using the cut-offs in Table 10.8, and then mailed to if they were in a profitable
decile. Note we would use the actual response rate, not the predicted response
rate, in the profit calculations. In practice, there should not be too much
difference between the two.?

Since we can view the 1,000 customers in each decile as a sample from
all the company’s customers, the actual response rate is a sample pro-
portion. A 95% confidence interval therefore for the response rate for the

3 We are assuming that there are no ties in predicted response probability, so we can iso-
late the single customer who is ranked 1,000th. Sometimes, especially with models with
large samples but only a few predictor variables, it is possible to have ties in predicted
response. In that case there could be an uneven number of customers in each n-tile.

4 We describe the “lift” column of Table 10.8 in the next section.

5 However, it is possible that the predicted response rate suffers from “rare event” bias
(see Sect.10.3.5.1 and Chapter 15, Sect. 15.1.3). Using the actual response rate is one
way to avoid this problem.
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Table 10.5 Creating a lift table — predicting response using estimated predictive model

Prob(Respond) = 1 4+ ¢—(—7.739—0.118 R+0.092F+0.031 M)
Customer Recency Frequency Monetary Buy or Predicted
no buy probability
1 0 5 $242 1 0.554
2 3 4 $221 1 0.293
3 1 6 $192 1 0.203
4 0 4 $182 0 0.151
5 1 4 $215 0 0.304
6 1 5 $244 1 0.543
7 1 6 $211 0 0.320
8 3 7 $180 0 0.133
9 4 6 $183 0 0.122
10 3 8 $210 0 0.299
11 2 8 $231 0 0.480
12 0 6 $182 0 0.178
13 2 5 $193 1 0.178
14 0 5 $214 0 0.343
15 0 7 $231 0 0.514
16 0 2 $168 0 0.087
17 4 10 $178 1 0.145
18 2 10 $191 1 0.245
19 3 12 $181 0 0.201
20 4 4 $227 1 0.310
21 1 5 $216 0 0.328
22 6 11 $244 0 0.529
23 1 4 $208 0 0.259
24 4 8 $202 0 0.229
25 1 5 $230 0 0.434
9,990 0 5 $240 1 0.538
9,991 1 11 $169 0 0.168
9,992 1 1 $172 0 0.081
9,993 1 6 $211 0 0.320
9,994 1 6 $179 0 0.147
9,995 0 4 $214 0 0.323
9,996 1 4 $220 1 0.337
9,997 2 11 $208 1 0.377
9,998 4 10 $215 0 0.350
9,999 2 5 $197 1 0.199
10,000 1 7 $229 0 0.475
kth decile is:
vy & 1.96¢ ) L= Tr) (10.5)

n

where n in this case is the sample size in the kth decile, which in our case
is 10,000. Therefore, the 95% confidence interval for the 54.2% response rate

for the top decile is .542 £ 1.961/ 220092 — 54 9% + 3.1%.
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Table 10.6 Creating a lift table-data ordered by predicted probability of response

Rank Customer Recency Frequency Monetary Buy or Predicted
no buy probability
1 7,672 2 11 $290 1 0.884
2 2,633 2 8 $296 1 0.874
3 1,887 2 8 $289 1 0.848
4 1,941 0 11 $270 1 0.837
5 3,330 2 10 $277 1 0.821
6 6,800 0 8 $273 1 0.814
7 1,972 2 13 $266 1 0.813
8 5,805 0 14 $255 1 0.809
9 9,686 0 10 $265 1 0.799
10 9,842 5 9 $286 1 0.795
11 4,842 2 4 $289 0 0.795
12 311 0 5 $277 1 0.789
13 9,258 1 7 $275 1 0.787
14 5,936 1 7 $275 1 0.786
15 635 2 3 $290 1 0.786
16 7,269 0 7 $270 1 0.781
17 7,230 3 5 $287 1 0.781
18 8,908 1 3 $285 0 0.778
19 8,590 0 5 $273 0 0.768
20 191 1 9 $265 1 0.767
21 251 0 6 $270 1 0.766
22 8,489 3 10 $268 1 0.758
23 8,096 1 9 $263 1 0.755
24 8,674 0 6 $268 1 0.753
25 4,592 2 7 $271 0 0.747
9,990 5,490 3 3 $132 0 0.023
9,991 5,152 5 1 $144 0 0.023
9,992 8,166 7 7 $134 0 0.022
9,993 5,944 6 4 $139 0 0.022
9,994 1,680 2 5 $119 0 0.021
9,995 481 5 7 $123 0 0.021
9,996 8,976 5 11 $111 0 0.020
9,997 5,892 4 2 $131 0 0.019
9,998 7,526 1 4 $112 0 0.018
9,999 95 1 3 $114 0 0.017
10,000 913 3 8 —$38 0 0.000

10.3.4.2 Calculating Lift

“Lift” is the most common measure of model performance (Chapter 11). This
is because it is calculated directly from the gains or lift table in Table 10.1,
and therefore relates directly to managerial decisions. Formally, we define lift
for the nth n-tile as:

=3

(10.6)
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Table 10.7 Creating a lift Table — deriving cut-offs and predicted probability for first

decile
Rank Customer Recency Frequency Monetary Buy or Predicted
no buy probability
1 7,672 2 11 $290 1 0.884
2 2,633 2 8 $296 1 0.874
3 1,887 2 8 $289 1 0.848
4 1,941 0 11 $270 1 0.837
5 3,330 2 10 $277 1 0.821
6 6,300 0 8 $273 1 0.814
7 1,972 2 13 $266 1 0.813
8 5,805 0 14 $255 1 0.809
9 9,686 0 10 $265 1 0.799
10 9,842 5 9 $286 1 0.795
11 4,842 2 4 $289 0 0.795
12 311 0 5 $277 1 0.789
13 9,258 1 7 $275 1 0.787
14 5,936 1 7 $275 1 0.786
15 635 2 3 $290 1 0.786
16 7,269 0 7 $270 1 0.781
17 7,230 3 5 $287 1 0.781
18 8,908 1 3 $285 0 0.778
19 8,590 0 5 $273 0 0.768
20 191 1 9 $265 1 0.767
990 2,090 5 9 $237 1 0.459
991 2,189 1 5 $233 0 0.459
992 731 1 3 $239 0 0.459
993 9,487 0 4 $232 1 0.459
994 5,273 2 10 $222 0 0.459
995 8,283 4 6 $242 0 0.459
996 1,985 2 4 $240 1 0.459
997 5,141 2 3 $243 0 0.459
998 3,274 2 6 $234 0 0.459
999 335 0 9 $218 0 0.459
1,000 7,111 2 4 $240 0 0.4588
1,001 1,882 1 9 $221 1 0.4585
54.2% 55.1%
where:

Ar = Lift for the kth tile.
rr = Response rate for the kth tile.
i = Response rate across the entire sample.

In words, A\ is how much more likely customers in n-tile k are to respond
compared to the response rate for the entire sample. We want lift in the
top tiles to be greater than 1, and lift in the lower tiles to be less than
1. Consider Table10.9. The response rate across the entire sample — the
“average” — is 1.60%. The response rate in the top decile is 6.00%. Therefore,
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Table 10.8 Creating a lift table — the final table

Decile Upper Lower Average predicted Average actual
cut-off cut-off response probability response rate Lift
1 0.8845 0.4588 0.551 0.542 2.08
2 0.4585 0.3737 0.411 0.420 1.61
3 0.3736 0.3151 0.342 0.354 1.36
4 0.3151 0.2702 0.292 0.305 1.17
5 0.2702 0.2322 0.251 0.272 1.04
6 0.2322 0.1950 0.214 0.219 0.84
7 0.1949 0.1624 0.178 0.165 0.63
8 0.1623 0.1296 0.146 0.145 0.56
9 0.1296 0.0934 0.111 0.121 0.46
10 0.0933 0.0002 0.068 0.065 0.25

Average = 0.261

customers in the top decile are 3.75 times more likely to respond than average
(A =6.00/1.60 = 3.75). Top decile lift is 3.75 to 1.

Lift itself does not have direct managerial significance. What matters is
the economics of profit, which are built off response rate, profit contribu-
tion, and cost, as in Table 10.1. However, higher lift makes a particular n-tile
more profitable, since lift is directly proportional to response rate. Also, lift
provides a common measure that can be used to compare models across ap-
plications and circumstances. For example, our experience is that top-decile
lift typically is lies between 1.5 and 10.0, with 3-5 probably the norm.

There is a maximum achievable top-n-tile lift. Let 7 be the response rate
across the entire sample; N is the sample size and n is the number of tiles.
Then:

n  ifNx7F<N/n

Max Lift = :
1/F7 if Nx7>N/n

(10.7)

The key is to account for whether there is a large enough sample in the
top decile to accommodate all responders. Consider first the case that the
number of responders (N x 7) is less than the number of customers in the

Table 10.9 Calculating lift

Decile Response rate Lift
1 6.00% 3.75
2 3.50% 2.19
3 2.50% 1.56
4 1.50% 0.94
5 1.00% 0.63
6 0.65% 0.41
7 0.50% 0.31
8 0.19% 0.12
9 0.12% 0.08

10 0.04% 0.03
Average 1.60% -
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Table 10.10 Calculating cumulative lift

Decile Response rate Lift Cumulative lift
1 6.00% 3.75 37.5%
2 3.50% 2.19 59.4%
3 2.50% 1.56 75.0%
4 1.50% 0.94 84.4%
5 1.00% 0.63 90.6%
6 0.65% 0.41 94.7%
7 0.50% 0.31 97.8%
8 0.19% 0.12 99.0%
9 0.12% 0.08 99.8%

10 0.04% 0.03 100.0%

Average 1.60%

top tile (N/n).% Then the maximum response rate in that decile would be
JX[/XZ = n7 and maximum lift would be n7/7 = n. Assuming this case holds
for Table 10.9, the maximum top-decile lift is 10, so having achieved 3.75, we
are about 37.5% of where we would be with a perfect model. If there are more
responders than customers in the top tile, at best we can have all of customers
in the top decile classified as responders, so top decile lift would be 1/7.

In Table 10.8, 7 = 0.261,n = 10 and N = 10,000, so N x7 = 2,610 > 1,000
and maximum top decile lift is 1/7 = 1/0.261 = 3.83. Our top-decile lift of
2.08 means we have achieved 54.3% of what would be achieved with a perfect
model.

10.3.4.3 Additional Ways of Evaluating the Model

Chapter 11 details other statistics for evaluating predictive models. One of
the most common is the “cumulative lift chart,” which tabulates cumulative
response rates from the top n-tile down. Continuing the example in Table 10.9,
Table 10.10 shows the calculation of cumulative lift.

The cumulative lift for the kth decile shows the percentage of all respon-
ders accounted for by the first k& deciles. Table 10.10 says that the top 3 deciles
account for 75.0% of all responders. Obviously, the higher the cumulative lift
for a given decile, the better. Cumulative lift can be calculated by cumu-
latively summing the total number of responders in successive deciles, and
dividing by the total number of respondents.”

As discussed in Chapter 11, another evaluation technique is to see how
well the model predicts on a validation database. Assume 20,000, not 10,000

6 We assume there are no ties in the top n-tile, so the exact number of customers in the
top n-tile is N/n. See Footnote 3.

7 One could also calculate lift by cumulating the lift column and dividing by the sum
of all n lifts. However, that may not be exact if there are slightly different numbers of
customers in each n-tile, due to ties. See Footnote 3. In Table 10.10, we are assuming
this is not a problem.
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customers, had been in the test, but the estimated predictive model (Equa-
tion 10.4) was based on the 10,000 calibration customers. That equation, and
the corresponding cut-offs shown in Table 10.8, could be used to classify the
validation customers, then we could calculate the actual percentage response
rate among these customers. This rate should not differ appreciably from
the actual response rates in Table 10.8. Another commonly used method of
evaluation is to pit one model versus another, say the logistic regression model
versus a neural net model, and compare them in terms of lift, cumulative
lift, etc.

10.3.5 Select Customers to Target

There are four approaches to deciding which customers to target:

Lift (gains) table cut-off (e.g., see Banslaben 1992)
Individual score cut-off (e.g., see Bult and Wansbeek 1995)
Budget constraint

Choice-based segmentation (Gensch 1984; Gensch et al. 1990)

10.3.5.1 Lift (Gains) Table Cut-Off

There are four steps to using the lift table to decide which customers to target
(see also Banslaben 1992):

Finalize the lift table

Score the rest of the data

Place these customers into the appropriate n-tile
Select n-tiles to target

Finalize the Lift Table

There are two issues here: (1) How many tiles to use? (2) Whether to use
predicted response rates directly from the model, or the actual response rates
for each decile? The number of tiles to use depends somewhat on the sample
size. From Equation 10.5, the plus or minus around the predicted response
rates for an n-tile depends on the sample size, which is N/n, where N is
the total sample size and n is the number of tiles. This would favor fewer
tiles. However, more tiles are beneficial if say the top decile is divided into a
very high-responding group versus a less high-responding group. The trade-
off is between added detail in looking at more tiles, and the smaller sample
size available to quantify that detail. Our experience is that deciles are often
used to evaluate models simply because deciles are a common benchmark.
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However, more tiles, even centiles, are might be used to select the actual
customers to target.

While it would be most logical to use the response probabilities calculated
directly from the model to select customers, there are two arguments against
this. First, nonlinear models such as logistic regression can under-estimate
true response probabilities when response is relatively “rare.” Chapter 15
discusses this as well as potential statistical corrections. But the simplest
approach is to use the actual response rates in each n-tile as the prediction
of response. Second, the calibration sample may intentionally be constructed
to contain 50% responders and 50% non-responders. This is to provide more
instances of response and hence the model can learn better how to profile
responders. The result is that the predicted response rate certainly cannot
be taken literally. However, the model could be used to rank a validation
sample that reflects the true response rate for the population. Then we can
group customers into deciles, observe the actual response rates, and use them
as the predicted response probabilities.

Score the Rest of the Data

Most predictive models are estimated on a subset of all customers but deci-
sions must be made for all customers. For example, in the example above, a
test is conducted on 10,000 customers, the lift table is set up using this sam-
ple, and then predictions are made for the rest of the company’s customers.
This is referred to as “scoring” the database.

Place Customers into the Appropriate n-Tile

Once each customer is scored, he or she can be classified into the appropriate
n-tile using the cut-offs shown for example in Table 10.8. This classification
can be used to select customers for the immediate application at hand, or
stored for use in future applications. For example, management might decide
to take a particular action on customers who scored in the top decile for at
least one of three catalog response models.

Select n-Tiles to Target

Once we have classified all customers in the appropriate tile, and decided what
we will use for predicted response, customer selection is simple. We simply
calculate the profit from each tile as in Table 10.1 and target customers who
are in the profitable tiles. We saw in Table 10.1 how this targeting can vastly
increase both profits and ROI compared to mass marketing. This is the heart
of what database marketing is about.
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10.3.5.2 Individual Score Cut-Off

Another approach to selecting customers to target is to use the predictive
model to predict response for each customer, and select a cut-off point for
these predictions so that all customers scoring above this point are targeted.
The simplest way to implement this is first to calculate the breakeven re-
sponse rate needed for the marketing effort to be profitable, and then select
all customers whose predicted response likelihood is above that point. For
example, if r is the response probability, w is the profit contribution per re-
sponse, and c¢ is the cost of contacting a customer, it is profitable to contact
the customer as long as rw — ¢ > 0, or r > ¢/w. So, the firm would target
any customer whose predicted response rate is higher than the cut-off point
c/w.

Bult and Wansbeek (1995) derive an optimal cut-off point so that the
expected marginal contribution of mailing to customers above that point
equals the marginal cost. Let customer i’s score from a predictive model be
n;. Using a logistic predictive model and assuming a logistic distribution of
the n;’s across customers, they obtain the following expression for the optimal
fraction of customers to select:

1
1+e(w—1)"7

Qopt = (10.8)

where

gopt = Optimal fraction of customers to select for the direct marketing cam-
paign.

~ = Parameter for the logistic distribution of the n;’s; higher v means the
n;’s are more concentrated, i.e., lower variance in predicted scores across
customers.

« = Constant term in the logistic regression model.

w = Marginal contribution of a response, relative to the marginal cost. So,
w > 1 means that the marginal response contributes more than the cost.

Equation 10.8 shows if the marginal contribution is higher, we can target more
customers. If the constant in the logistic regression model is more positive,
this means that the level of response is generally lower, and we will not want
to target as many customers. The relation between v and the optimal fraction
to target is not monotonic (see Table 3 of Bult and Wansbeek).

Bult and Wansbeek compare their approach to the lift table approach
using deciles and a linear probability model. They find their approach yields
8% higher profits. This happens for at least two reasons: (1) The authors use
a logistic regression rather than a linear probability model, and the logistic
regression could have been more accurate. (2) Separating into deciles was too
coarse a segmentation for this application. The decile approach yielded 40%
as the fraction to be mailed, whereas the proposed approach yielded 47% as
the fraction to be mailed.
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Bult and Wansbeek’s approach is very promising. First, it realizes that
dividing the population into tiles is only an approximation of the response
rate as a function of the fraction invited. Second, it takes into account the
uncertainty in predicting individual response rates, through its explicit ac-
counting for the error term in the predictive model. However, the method
makes assumptions not only with regard to the form of the predictive model
(all predictive modelers do this) but also with respect to the distribution
of predicted scores in the population. Future work is needed to make more
detailed comparisons among (1) the Bult and Wansbeek method, (2) the lift-
table cut-off method, and (3) the simple cut-off point method described at
the beginning of this section.

10.3.5.3 Budget Constrained Cut-Off

Another approach to determining whom to target is to derive a budget-
constrained cut-off. This is easy to do. If the contact cost per customer is
¢, and the budget is B, then the firm should contact the top B/c customers
ranked by a predictive model. Companies may use this approach if they have
decided on a marketing plan that specifies a total budget for direct marketing
activities. Perhaps part of the plan is to spend $1 M on five direct marketing
efforts, so the budget for each is $200,000.

An advantage of the budget approach is that it does not require the level
of the prediction to be correct, just the ordering of the customers. This makes
good sense. A predictive model may be estimated at time ¢ and applied at
time t + x, where x could be measured in months. During this time, com-
petitive conditions, seasonality, the rest of the product’s marketing mix, etc.,
could change the absolute level of response. However, it is less likely that the
ordering of customers would change (unless there were interactions between
the variables in the predictive model and the changes in the environment).

Of course the downside of the budget approach is that the budget may
prevent the company from mailing to customers who might be profitable, or
encourage the company to contact customers who will not respond profitably.

10.3.5.4 How Deeply to Go Down the List: Trading
Off Mis-Targeting Errors

As just mentioned, there are two errors that can be made in selecting cus-
tomers:

e “Type I Error” — Targeting a customer who really is not profitable.
e “Type II Error” — Not targeting a customer who would have been prof-
itable.

Ideally a company would like the probability of both these errors small, but
decreasing one tends to increase the other. For example, to prevent Type I
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Table 10.11 Comparing companies that emphasize Type I vs. Type II error for deciding
how deeply to go down the lift table in selecting customers to target?

Factor Type I Error orientation Type II Error orientation
Objective ROI Sales

View of contact Clutter Communication

Campaign budget Small Large

Future campaigns Many Few

Customer orientation Transactional Relationship

CRM Strategy Tactical Strategic

aType 1 Error: Targeting a customer who turns out not to be profitable (e.g., does not
respond).

Type II Error: Not targeting a customer who would have been profitable (e.g., would
have responded).

Errors, the company would want to avoid contacting customers who are not
profitable. That would “bias” the company not to mail as far down the list.
As a result, the company would not contact several customers who would
have been profitable. That means increased likelihood of Type II Errors. The
same logic holds if we try to prevent Type II Errors. This would encourage
the company to contact more customers, since the worst thing would be
not to contact customers who were profitable. By giving the customers the
benefit of the doubt and contacting more of them, undoubtedly several will
be contacted who in fact are not profitable. This would increase the number
of Type I Errors.

The root of these arguments is the classical statistics treatment of Type I
and Type II Errors. The company essentially is trying to decide between two
hypotheses — the customer is profitable versus the customer is not profitable.
We have oriented the argument so that the null hypothesis is that the
customer is not profitable. Under that definition, Type I Error is concluding
the alternative (Profitable) is true even though the null (Unprofitable) is
really true.

One possibility would be to formalize these issues in a decision-making
framework by quantifying the costs of Type I and Type II Errors, as well
as the firm utility function for these errors. We indeed recommend this as
further research. We will instead focus on the strategic ramifications of Type
I and Type II Error thinking.

A relevant question is under what circumstances a company would care
more about Type I versus Type II Errors, and hence contact less aggressively
or more aggressively, respectively. The following factors are important (see
Table 10.11):

e QObjective: Type I Error companies tend to care about ROIL. This encour-
ages them to make the denominator of ROI lower, i.e., not contacting as
many. Type II companies tend to care more about sales. For sure, the
steeper down the list one contacts, the more sales there will be.

o View of contact: Type I Error companies are concerned that contacts are
clutter from the customer perspective, and don’t want to bother the cus-
tomer unless it’s clear the contact will be profitable. Type II companies
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view contacts as communication. Even if the customer doesn’t respond,
his or her awareness of the company has improved, and this can pay off
later on.

o (Campaign budget: Companies with a small budget for a campaign will
by necessity be Type I Error oriented. Companies with large budgets can
afford to be more concerned about not mailing to profitable customers
(Type II Error).

o Future campaigns: The Type I Error company thinks of several campaigns.
If the customer isn’t profitable for the current campaign, hopefully he or
she will be for a subsequent campaign. A company conducting only one
campaign for the entire year has only one “shot,” so might be concerned
about Type II Error.

e Customer orientation: A company thinking of its relationship with the cus-
tomer as transactional will be Type I Error oriented — if the contact pays
off right now, do the contact; if not, don’t contact. A more relationship-
oriented company will be more Type II Error oriented — even if the contact
doesn’t pay off now, it is part of nourishing the long-term relationship with
the customer.

o CRM strategy: Langerak and Verhoef (2003) distinguish “tactical” ver-
sus “strategic” CRM strategies. Tactical CRM views CRM strictly as a
marketing efficiency tool. Companies with this view are more Type I Error
oriented. Strategic CRM views CRM as a vehicle to cultivate the customer
relationship and maximize lifetime value. Companies with this view care
about Type II Error.

In summary, when expenditures are held accountable and the “warm and
fuzzy” side of marketing is considered a luxury, companies will be Type I
Error oriented. They will contact only the customers they know are good
responders. The upside is high ROI. The downside, however, is catering only
to customers who pay off in the short term and not developing marginal
customers. Eventually, the company is left with a solid although relatively
small group of loyal customers. The marginal customer has been allowed
to drift away to competition. The company would have to conduct a re-
acquisition campaign to lure back these customers. It would contact deeply
down its prioritized list, committing many Type I Errors, but avoiding the
Type II Errors that got it into this mess.

While over-emphasis on Type I Errors can lead to trouble, so can over-
emphasis on Type II Error. Such companies will contact a lot of customers,
even if they are not profitable in the short-run. The problem is, they may
not be profitable in the long-run either. The “warm and fuzzy” aspect of
marketing may result in too much wasted effort spent on customers who turn
out not to be profitable over any time horizon. Before we know it, the total
marketing budget has mushroomed, marketing productivity is low, and even
loyal customers are being flooded with unwanted contacts. Such a company
may painfully have to pull in the reigns, not mail as deeply down the list,
and reduce total expenditures. Sales may decrease, but ROI will increase.
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Obviously one wants to balance Type I and Type II Errors in the long-run,
and at a minimum, database marketers need to be aware of the two types of
errors when deciding exactly where to draw the cut-off for implementing pre-
dictive modeling. It is a task for senior management as well as the specialist
designing the campaign.

10.3.5.5 Choice-Based Segmentation

The lift table, individual score, and budget constrained methods for target-
ing customers are for situations where the predictive model has measured the
probability of response or total sales volume that will result from a database
marketing campaign. In some situations, however, the predictive model is
measuring customer loyalty, i.e., the probability the customer will purchase in
the absence of any marketing effort. In that case, the company may not want
to target their 100% loyal customers, because these customers will purchase
no matter what, and their chance of purchasing will not be enhanced by mar-
keting efforts. At the other extreme, they do not want to target customers who
cannot be swayed because their preference for the company is just too low.
In this case, it may be better to target the customers “in the middle.” This
is known as “choice-based segmentation” (Gensch 1984; Gensch et al. 1990).

Gensch (1984) and Gench et al. (1990) illustrate choice-based segmentation
using a multinomial logit model (Chapter 15):

eVik
P = — (10.9a)
i
j=1
M
Vit = D B Xikm (10.9b)
m=1

where:

P, = Probability customer ¢ purchases from firm k.

Vit = Customer i’s preference for firm k.

Xixm = Value of attribute m for firm k for customer 3.

Bm = Importance of attribute m in determining preference.
M = Number of attributes used to evaluate firms.

J = Number of firms.

The model translates customer ratings of each firm along each of M attributes
into the probability they will purchase from each firm. The data available for
the model are each customer’s attribute ratings and purchase choices. V;j is
not directly observed, but is calculated from Equation 10.9b and interpreted
as preference, because higher V;j, translates into higher likelihood of purchase
via Equation 10.9a.
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Fig. 10.6 Choice-based segmentation for selecting customers to target (From Gensch
1984).

Figure 10.6 shows a graph of probability of purchase as a function of pref-
erence. It identifies “Loyal,” “Switchable,” “Competitive,” and “Lost” cus-
tomers, depending on their preference value Vj;. Loyals have a very high
likelihood of buying from the firm, and this probability will not change much
even if Vj; changes a little bit. The customer’s attribute ratings for the brand
are so high that improving them a little bit, which will increase V;j, will not
appreciably change the likelihood of purchase. The same goes for the Lost
customer. Their Vj; is so low that even if firm k& were to improve on the
attributes and Vj; changed a little bit, it wouldn’t be enough to get them to
purchase from the firm. In contrast are the Competitives and Switchables,
whose V;;’s are in the steeply increasing portion of the curve in Fig. 10.6. The
Competitives lean toward firm k, but there are some to be gained, or more
ominously, lost, if V;; changes. The Switchables lean away from firm &, but
if firm k& can improve just a little bit, there is much to be gained in purchase
probability.

One strategy is to target the Switchables and the Competitives because
if the firm can improve itself a little bit on one or a few of the attributes,
the resulting increase in preference will be significant. Gensch et al. (1990)
illustrate the approach for a B2B firm, and demonstrate through a natural
experiment that salespersons who focused on Switchables and Competitives
outperformed salespersons who did not.

Choice-based segmentation is a rich way of selecting customers to target
based on a predictive model. It stands out from the other customer selection
methods because those methods focus on response as the dependent variable,
whereas choice-based segmentation focuses on probability of purchase as the
dependent variable. The responsiveness of the customer is inferred from their
location on the graph in Fig. 10.6.
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Table 10.12 Predictive modeling example®

Stage

Step

Result

Define the problem

Prepare the data

Estimate the model

Implement the model

1.

10.
11.

12.

13.

What is the
managerial problem?

. Identify behavior to be

predicted and
potential predictors

. Compile the data

. Pre-process the data

. Create calibration and

validation samples

. Select predictors
. Select modeling

technique

. Estimate model
. Evaluate the model

Set up the lift table
Score the data

Assign customers to
n-tiles
Select n-tiles to target

Whom to target for holiday
mailing of catalog?

Behavior to be predicted is
whether or not customer
responds.

Potential predictors are RFM and
other previous behavior
variables.

Available from house data on
results of previous year’s catalog
mailing.

Nothing necessary — few missing
values; only numeric variables.

n = 30,000 calibration;

n = 71,000 validation

Stepwise

Logistic regression

Use SPSS

Lift tables — calibration and
validation; interpretation

Use deciles

Use estimated logistic regression
model

Use cut-offs from lift table

Assess profit assuming average
expenditure per response and
40% profit margin. Contact
cost = $1.00; fulfillment
cost = $2.00 per order.

2The authors are grateful for the data provided by the Direct Marketing Educational
Foundation for this example.

10.4 A Predictive Modeling Example

In this section, we briefly present an example of the predictive modeling
process. Table 10.12 shows how each step in the process was implemented.
Note this is just one possible actualization of the process, not necessarily the
optimal process.

The example is based on data provided by the Direct Marketing Education
Foundation (DMEF).® The situation is a gift catalog company that needs
to decide which customers to mail catalogs to for the holiday season. The
company has data from the 2002 holiday season, where it mailed catalogs

8 We express our appreciation to the DMEF for allowing us to use the data for this
example.
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Table 10.13 Predictor and dependent variables available for catalog example®

1.
. First Season Dollars
. First Season Orders
. First Season Items
. First Season Lines
. Latest Season Dollars
. Latest Season Orders
. Latest Seasons Items
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.

o O Utk W

Customer ID

Latest Season Lines

Orders This Year

Dollars This Year

Items This Year

Lines This Year

Orders Last Year

Dollars Last Year

Items Last Year

Lines Last Year

LTD Credit Card Orders
LTD Credit Card Dollars
LTD AmerExp Card Orders
LTD AmerExp Card Dollars
LTD MC&VISA Card Orders
LTD MC&VISA Card Dollars
LTD Phone Orders

LTD Phone Dollars

LTD Gift Orders

LTD Gift Dollars

Orders 2 Years Ago

Dollars 2 Years Ago

Orders 3 Years Ago

Dollars 3 Years Ago

Orders 4 Years Ago

Dollars 4 Years Ago

LTD Spring Orders

LTD Fall Orders

Seasons with Purchase
Latest Purchase Year
Latest Purchase Season
Years with Purchase
Purchased in Fall 2002

MATCHOD
FORDSLS
FORDORD
FORDITM
FORDLNS
LORDSLS
LORDORD
LORDITM
LORDLNS
ORDTYR
SLSTYR
ITMTYR
LNSTYR
ORDLYR
SLSLYR
ITMLYR
LNSLYR
CHARGORD
CHARGSLS
AMEXORD
AMEXSLS
MCVISORD
MCVISSLS
PHONORD
PHONSLS
GIFTORD
GIFTSLS
ORD2AGO
SLS2AGO
ORD3AGO
SLS3AGO
ORD4AGO
SLS4AGO
SPRORD
FALORD
PURSEAS
LPURYEAR
LPURSEAS
PURYEAR
RESPONSE

2The authors are grateful for the data provided by the Direct Marketing Educational
Foundation for this example.

to a large number of customers. The question is, which of these customers

should be mailed a catalog this year, 2003.

The behavior to be modeled (the dependent variable) is whether the cus-
tomer responded to last year’s mailing. Potential predictors include the “typ-
ical” RFM variables as well as customer characteristics. In compiling the
data, not many customer characteristics were available, so most of the as-
sembled database consists of previous behavior variables. These are listed in
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Table 10.13. Data include dollars spent, number of orders, number of items
bought, and number of product lines purchased. Also, data on mode of
payment (credit card as well as specific type of credit card, versus phone
orders) are available, along with whether the purchase was for a gift (the
orientation of the catalog is toward gifts, but customers can certainly buy for
themselves). Variable 40 is the dependent variable, did the customer purchase
in the Fall of 20027

Many of the variables are highly related to each other. For example, First
Season Dollars (FORDSLS) + Latest Season Dollars (LORDSLS) + Other
Season Dollars (not quantified) = Dollars This Year (SLSLYR). As a result,
FORDSLS, LORDSLS, and SLSLYR will be highly correlated.

No pre-processing was necessary for these data, as they are mostly contin-
uous variables with very few missing. The 101,000 observations were divided
into 30,000 for calibration and 71,000 for validation.

A stepwise logistic regression was estimated. Stepwise is particularly useful
when there a lot of potential predictors with no particular theory as to which
ones should be most useful (e.g., should first season or latest season orders
be more predictive, and what even should be the sign of these variables?).
Logistic regression is easy to estimate, in this case, on SPSS. The results of
the estimation are shown in Table 10.14.

Table 10.14 shows this year’s orders have a large impact on response,
as do orders from last year, 2, 3, and 4 years ago, in diminishing degrees.
Buying with a credit card (CHARGSLS) decreases response, but buying with
American Express (AMEXSLS) or MasterCard/Visa (MCVISSLS) tends
to increase response. This means American Express, Visa, and MasterCard
customers have higher response, and implicitly that the other credit card

Table 10.14 Estimated logistic regression — catalog example®

Variable Beta S.E. p-value Exp(beta)
FORDLNS —0.059 0.014 0.000 0.943
LORDSLS —0.004 0.001 0.000 0.996
LORDORD —2.970 0.359 0.000 0.051
LORDLNS 0.213 0.017 0.000 1.237
ORDTYR 1.175 0.058 0.000 3.238
LNSTYR —0.054 0.023 0.018 0.947
ORDLYR 0.699 0.033 0.000 2.011
CHARGSLS —0.595 0.208 0.004 0.552
AMEXSLS 0.595 0.208 0.004 1.814
MCVISSLS 0.596 0.208 0.004 1.815
PHONSLS —0.002 0.000 0.000 0.998
ORD2AGO 0.429 0.034 0.000 1.536
ORD3AGO 0.307 0.036 0.000 1.359
ORD4AGO 0.297 0.037 0.000 1.346
Constant —0.512 0.359 0.153 0.599

2 The authors are grateful for the data provided by the Direct Marketing Educational
Foundation for this example.
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Calibration Validation

Deciles Response N Response N
1 0.347 3051 0.345 7102
2 0.158 3051 0.172 7102
3 0.094 3048 0.098 7087
4 0.081 3053 0.096 7117
5 0.068 3052 0.070 7102
6 0.048 3053 0.060 7103
7 0.034 3050 0.041 7101
8 0.030 3051 0.036 7103
9 0.027 3075 0.033 7113
10 0.019 3027 0.026 7091
Total 0.091 30511 0.098 71021

Fig. 10.7 Lift charts and tables — Catalog example.*
*The authors are grateful for the data provided by the Direct Marketing Educational
Foundation for this example.

customers (e.g., Discover) have lower response. One counter-intuitive result
is that latest period number of lines ordered (LORDLNS) has a positive
coefficient, whereas first period number of lines ordered (FORDLNS) has a
negative coefficient. One would think both variables should have a positive
coefficient, or at least the same sign. Multicollinearity could be distorting
the signs. Stepwise should eliminate this because it tends to discard one of
two correlated variables. But this can’t be guaranteed.

Figure 10.7 shows lift charts and tables for both the calibration and vali-
dation samples. The top-decile lift for the calibration sample is close to 4 to
1 (0.347/0.091 = 3.8). So the top decile customers are four times as likely to
respond as the average customer. Using Equation 10.7, we can calculate that
the maximum top-decile lift is 10. So the lift achieved by this model is 38%
of what maximally could have been achieved.

There is no fall-off in performance for the validation sample. This is not
rare. Large sample sizes coupled with relatively few predictors often spell
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Table 10.15 Implementing the predictive model — deciding which deciles to target with
catalog®

Decile Predicted Predicted profit
response rate per customer

1 0.347 $5.59

2 0.158 $2.00

3 0.094 $0.79

4 0.081 $0.54

5 0.067 $0.27

6 0.049 —$0.07

7 0.034 —$0.35

8 0.030 —$0.43

9 0.027 —$0.49

10 0.019 —$0.64

Assumes:

Predicted profit = r*($60*0.40 — $5) — $1

where:

Average order size = $60
Contribution margin = 40%
Contact cost = $1
Fulfillment cost = $5
r = response rate from second column of lift table.
2The authors are grateful for the data provided by the Direct Marketing Educational
Foundation for this example.

success for the validation sample. However that this does not mean the model
will be perfectly accurate when implemented. All the data — calibration and
validation — are from 2002. Things might have changed in 2003 that would
render the model no longer accurate. This can only be assessed by imple-
menting the model in 2003. It would be impractical to run a test because the
holiday season is a short period.

Table 10.15 uses the decile cut-off approach to select customers to target.
Average order size is assumed to be $60 with a contribution of 40%. A more
thorough analysis would model order size as well as response and combine
the two, but it is not unheard of to focus on response and assume an average
purchase size (e.g., Bult and Wansbeek 1995). Contact cost is $1 per customer
(printing and postage) and fulfillment cost (packing, packaging, and mail) is
$5 per order. Therefore, the profit per customer for decile k is 1, x ($60 x
0.40 — $5) — $1. Table 10.12 predicts that deciles 1-5 are profitable. Decile 6
is marginally unprofitable. A Type II Error-oriented company might mail to
decile 6 in addition to the top five deciles.

This example illustrates the full predictive modeling process, from problem
definition to implementation plan. The case was a typical catalog example,
where 0—1 response to the mailing was the prime behavior of interest, mostly
RFM and previous behavior variables were used for predictors, and stepwise
logistic regression was used to select variables and estimate the predictive
model. The performance of the model appeared to be acceptably good (3.8
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to 1 top-decile lift) with no fall-off on the validation sample. Implementation
was a simple matter of using the decile cut-off approach.

10.5 Long-Term Considerations

While predictive modeling is of considerable use in targeting customers for
particular marketing campaigns, there are important long-term issues in using
these models. We discuss these issues in this section.

10.5.1 Preaching to the Choir

Repeated use of predictive models can affect the size of the company’s loyal
customer base. This happens as follows: The model classifies customers with
favorable RFM scores in high deciles, and hence they are selected to be con-
tacted. As a result, their RFM scores improve while those not contacted
develop lower RFM scores. The next time the model is applied, the same
customers score in the high deciles and the same customers in the low deciles,
and the cycle continues. Over time, one group of customers receives a great
deal of attention; another group receives little. The former group has become
better customers, but the latter group has probably become worse.

The predicament can arise due to an over-emphasis on Type I Error. The
answer strategically is occasionally to contact low-decile customers, even if
they are not likely to respond to the current mailing. This contact is setting
up the customer to respond to the next mailing. This is a Type II Error
strategy. In more analytical terms, an optimal contact model is needed that
takes into account the long-term management of the customer. The model
needs to be forward looking — it needs to recognize that an investment may
not pay off in the short run but will in the long term. See Chapter 28 for a
discussion of optimal contact models.

10.5.2 Model Shelf Life and Selectivity Bias

A model has a “shelf-life,” i.e., the number of applications for which its accu-
racy holds up. Accuracy may decline over time because of changing market
conditions, especially competitive activity. The model therefore needs to be
re-estimated. However, a problem can arise because only customers selected
by the predictive model have received marketing efforts. For example, only
1,000,000 of the company’s 10,000,000 customers may have received a special
catalog. This targeting was based on a predictive model that is now possibly
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obsolete. Re-estimating the model is a good idea, but the catalog was only
mailed to those who were predicted to respond in the first place. These cus-
tomers provide the sample for the new predictive model. However, the results
of a model estimated on these customers may not apply to the entire sample
of customers.

This is an example of “selectivity bias.” To understand the problem statis-
tically, consider the case of estimating the relationship between wages and job
training when only certain workers (e.g., ambitious or high aptitude) obtain
training. If these variables are not included in the regression of wages versus
job training, the result is a biased coefficient for the job training variable.
Statistically, there are unobserved factors (ambition, aptitude) that affect
both obtaining job training and the obtaining good wages:

Wages = f(Job Training) + ¢ (10.10a)
Job Training = &’ (10.10b)

Both ¢’s include worker ambition and aptitude and so are correlated. Since
¢’ is correlated with Job Training and &’ is correlated with &, Job Training
and ¢ are correlated and we have bias (Maddala 1983; Wooldridge 2002).

Our situation is similar but not identical. We measure all variables that
determine receipt of the catalog, so if we include them in the re-estimated
catalog response model, there should be no selectivity bias. However, the
RFM predictor variables are “selectively” changed by who receives the cata-
log. In particular, since R and F are contingent on purchases, customers with
high error terms end up with different values for R and F than those with
low error terms. If the error terms are not correlated over time, this is just a
one-period effect. However, if the errors are correlated over time, then R and
F become correlated with these errors, setting up the potential for bias.

To explore this issue, we generated a simulation where we estimate
an initial predictive model, repeatedly use it for targeting, and then re-
estimate it at a later date. We assume response is generated by a probit
model:

zr . = Do + B1Recencyim + BaFrequencym,
+ Bs Monetary_Value;y, + €im (10.11a)

Yes if Z}, >0

: (10.11b)
No if Z; <0

Response;p, = {

where

Response,,, = Signifies whether customer ¢ responds to the mth mailing.

Recency,,, = Recency score for customer ¢ at the time of the mth mailing.

Frequency;,, = Frequency score for customer ¢ at the time of the mth mailing.

Monetary_V alue;,, = Monetary value score for customer i at the time of the
mth mailing.
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For the purpose of illustration, we assume the true response-generating
process, governed by the (’s, remains constant over time. The unobserved
factors, ¢, differ across individuals but are correlated over time for a given
individual. The hypothesis is that if this correlation is nonzero, it will induce
bias when we re-estimate the predictive model.

We assume the company has 1,000,000 customers and we randomly gen-
erate initial RFM values for each customer. Then we simulate a mailing to
a random sample of 10,000 customers. We randomly generate response ac-
cording to Equations10.11 using By = —4.5, 81 = —0.05, B2 = 0.07, and
(s = 0.01. Therefore, the most likely responders have responded recently,
frequently, and have high monetary value scores. We use the response to this
mailing to estimate Equation 10.11a, and call this the “Initial Model.” The
coefficients of this model should on average equal the true coefficients. We
then update the RFM variables for each customer, use the Initial Model to
score all 1,000,000 customers, and select the top 200,000 for a mailing. Next
we see who responds, update the RFM variables, re-score customers, and
mail again. After this third mailing, we re-estimate the predictive model and
call it the “Re-Estimated Model.” Note the Re-Estimated Model uses as data
the 200,000 customers who were most recently mailed. The reason is that,
although it was not the case in our simulation, we want to see if the model
has changed. We therefore want to use only recent data.

We then use both the Initial Model and the Re-Estimated model to target
a fourth mailing. Our hypothesis is that the Re-Estimated model should be
biased if the €’s are correlated over time. We also expect that as a result, the
Re-Estimated model will generate poorer results on a fourth mailing.

Figure 10.8 shows the estimated results. As expected, the Initial Model’s
coefficients are unbiased, and the Re-Estimated Model’s coefficients are unbi-
ased if the correlation p = 0.0, but biased if p = 0.4, and even more biased if
p = 0.8. These results show that if we re-estimate a model that has been used
repeatedly to target customers, the new model has biased coefficients, even
if the underlying process generating response has not changed. This nicely
confirms our hypothesis.

However, Fig. 10.9 shows two surprising results if we apply the Initial and
Re-Estimated Models to a fourth mailing: (1) Both models become more
accurate as the correlation increases, i.e., they select customers with higher
response rates. This may be due to the fact that the responders to a given
mailing generally have higher €’s, and because they responded, they are more
likely to have their R and F values favorably updated for the next mailing,
where their high &’s persist. (2) The Re-Estimated model does not become
worse as it becomes biased (p = 0.4 or 0.8). In fact, it becomes better than
the Initial Model. We have an example where a biased model is more accurate
than an unbiased model! The reason for this also lies in the selection of cus-
tomers with high ¢’s. The Re-Estimated model indeed is biased, because the
RFM variables become correlated with the error term over time. However, this
information is incorporated in the biased coefficients, so although they are
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Fig. 10.8 Initial and re-estimated model coefficients depending on correlations between

unobserved customer factors over time.
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Fig. 10.9 Holdout response rates based on targeting with initial vs. re-estimated predic-
tive models, depending on correlation between unobserved customer factors over time.

biased, they incorporate more information, the correlation between the error
term and the RFM variables. Hence the Re-Estimated Model performs better.

This of course is a surprising result but in retrospect quite sensible. Essen-
tially, the RFM variables become more informative as they become updated
over time, singling out customers with higher e’s versus lower ¢’s. In fact,
when we inspected the simulated ¢’s for the customers selected by the Re-
Estimated model but not by the Initial Model, we found that the former
selected customers with higher €’s on average. Obviously, this is an intrigu-
ing result that needs further investigation.

Managerially, the result exacerbates the “Preaching to the Choir” effect
discussed earlier. Repeated use of a model identifies the best responders,
and re-estimating the model identifies them even more accurately. The most
straightforward remedy would be to conduct another test, randomly select-
ing 10,000 of the 1,000,000 customers, and re-estimating the model. An-
other possibility, needing further investigation, is whether two-stage least
squares might generate consistent, albeit biased, results. Still another possi-
bility would be to develop a selectivity-model in the same vein as described
by Maddala (1983) or Wooldridge (2002).

10.5.3 Learning from the Interpretation
of Predictive Models

The role of predictive modeling emphasized in this chapter is efficient tar-
geting. However, there is much to be learned from predictive models. For
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example, a churn model for a wireless phone company might not only predict
churn but reveal that customers with older phones are most likely to churn.
This suggests that company offer such customers special deals on new phones
to keep them from churning (Chapter 24).

Sharing the interpretation of predictive models is important for several
reasons: (1) Potential to employ the insights to improve marketing (as in the
churn example above). (2) Assurance that the targeted customer is consistent
with the overall marketing plan (e.g., the predictive model may find young
people are more likely to respond to this particular campaign, but older
people might be the firm’s target group). (3) Assurance to senior managers
that the model driving their business is credible. For example, it would be
difficult to sell a model-based cross-selling campaign to senior management
based on a model that is not interpretable.

Gillett (1999) recommends that predictive models should be implemented
as part of a team effort involving analysts, database managers, CRM man-
agers, and senior marketing managers. This way the insights are shared and
credibility established, and all parties are able to do their jobs better.

10.5.4 Predictive Modeling Is a Process
to Be Managed

It is common to think of predictive modeling as the statistical model — logistic
regression, neural nets, machine learning, etc. But predictive modeling is a
process; there are many choices along the way. As a result, there are various
predictive modeling approaches, depending on these choices.

Neslin et al. (2006a) emphasize this in the analysis of their churn model-
ing tournament. They found that variables representing factors such as time
spent on various tasks, the method used for selecting variables, as well as
the statistical method, tended to be correlated. The authors factor analyzed
these data and interpreted the factors in terms of five approaches to predictive
modeling:

e “Logit”: This entailed the use of logistic regression, and exploratory data
analysis and stepwise for variable selection. Less time was spent on prepar-
ing files in comparison to selecting variables and estimating the model.
Practitioners as opposed to academics were associated with this approach.

e “Tree”: This was characterized by reliance on decision trees, low reliance on
exploratory analysis or stepwise variable selection, and the use of estima-
tion and test sub-samples of the calibration data. The approach involved
a lot of time allocated for estimating the model, and entailed more time
in total.

e “Practical”: This approach did not emphasize any particular statistical
model but placed strong emphasis on common sense in selecting variables.
Users of this approach tended to allocate more time to downloading data,
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although less time in total on the entire process, and did not sub-divide
the data into estimation and test sub-samples. Practitioners were fairly
strongly associated with this factor.

e “Discriminant”: This approach relied heavily on discriminant analysis as
the statistical model and cluster analysis for selecting variables. Users of
this approach spent less time on data cleaning and more on estimation,
and ended up using more variables than average in their models.

e “Explain”: This approach was not associated with any particular statistical
model, but was strongly associated with self-reported use of theory, factor
analysis, and cluster analysis for variable selection. This suggests users of
this approach were interested in understanding churn as well as (or as a
means toward) predicting it. Users of this approach tended to use fewer
variables in their final model, and explored several estimation techniques
before selecting the final one.

The authors regressed each entry’s prediction performance versus factor
scores describing the degree to which each entry used each approach. They
found the Logit and Tree approaches tended to perform best, Practical was a
notch below, Explain was a notch below that, and Discrimant had the worst
performance.

These particular results may not hold universally, but the analysis em-
phasizes that predictive modeling is a process, more than just a statistical
technique. The implication is that various approaches can work but must be
managed. For example, if a firm’s analysts are using the Tree approach, they
will require more time, especially on estimating their models. This means
that investment in faster hardware may be worthwhile. Analysts using the
Explain approach may not generate as accurate predictions, but these ana-
lysts should be tapped for the insights they are generating. If those insights
are not forthcoming or illuminating enough, the analysts should be encour-
aged to use a Logit or Tree approach, which at least will gain accuracy if not
as much insight.

10.6 Future Research

This chapter has several implications for future research. These include:

o Appropriate sizes for calibration and validation samples: Guidelines are
needed for the best sample sizes in absolute as well as relative terms.

o The relative importance of different types of variables in different types of
predictive models: Are customer characteristics worth the added expense
of acquiring from list vendors? How important are competitive variables?
How valuable are variables that measure previous marketing efforts and
responses to those efforts?

o New methods for variable selection: New methods are needed to select
variables for inclusion in predictive models. The ideal method would avoid
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omitted variables bias that arises from using stepwise, and the effort in-
volved with factor analysis, while coming up with a parsimonious model.

o New methods for statistical models: Machine learning algorithms (vector
support machines, boosting and bagging, Bayesian Networks, etc.) need
to be thoroughly investigated and compared with simpler techniques.

o Use of Type II Tobit: When predicting a 0—1 response and level of response,
is a Type II Tobit better than a regression and logistic regression estimated
separately and multiplied together?

e Perfecting the n-tile cut-off approach: We need better methods for deter-
mining how many n-tiles to use.

o Optimal cut-off scores: More work is needed to follow up on Bult and
Wansbeek (1995), comparing their work with the n-tile cut-off approach.

e Balancing Type I and Type II Errors: Methods are needed that allow
database marketers to quantify the costs of Type I and Type II Errors
and determine an optimal cut-off score based on their consideration.

o Optimal contact strateqy models for determining cut-offs for successive
campaigns: There is promising work in this area (Chapter 28) but more is
needed that takes into account wear-in, wear-out, and Type I and Type 11
Errors.

e Selectivity and model wearout: How should one re-estimate predictive mod-
els when the customers that provide data for those models have been se-
lected to receive marketing efforts by previous marketing models?

e Does model interpretation pay off 7 Are firms that pay attention to the
insights generated by predictive models able to translate those insights into
long-run success? What organizational forms best encourage sharing of
these insights? Does outsourcing the estimation or implementation phases
of predictive modeling result in fewer shared insights, and lower long-term
performance?

o What are the approaches to the predictive modeling process and how can
they be better managed? Neslin et al. (2006a) show there are different
approaches to predictive modeling, defined by the choices analysts make
as they move through the process. Are there generic approaches that apply
across all kinds of models, and if so, what are the costs and benefits of
each, and how should these approaches be managed?
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Chapter 11

Statistical Issues in
Predictive Modeling

Abstract Whereas Chapter 10 describes the basic process of predictive mod-
eling, this chapter goes into depth on three key issues: selection of variables,
treatment of missing data, and evaluation of models. Topics covered include
stepwise selection and principal components methods of variable selection;
imputation methods, missing variable dummies, and data fusion techniques
for missing data; and validation techniques and metrics for evaluating pre-
dictive models.

The word (scientific) “model” has several meanings. Here we focus on statis-
tical models. A model is, in effect, a statement of reality or its approximation.
Most phenomena in the social sciences are extremely complex. With a model
we simplify the reality and focus on a manageable number of factors. For
example, economists often assume a world where there are only two prod-
ucts available, apples and oranges, in order to understand the relationship
between the price of an apple and the price of an orange. Economists know
that the assumed world is far from the reality. However, they devise a model
to allow them to answer the question of their interests within the assumed
world. Once economists build knowledge from a simple world, they often ex-
tend their model to study more complex world that may be closer to the
reality.

Managers build a statistical model to understand and predict variables
of importance to their firms. Consider a manager in a bank who wants to
determine to whom he or she should issue credit cards. Or the manager wants
to know who will default and who will not. It is impossible to completely
understand why consumers default and identify all the factors influencing
customer’s default behavior. Simplifying the reality, the bank manager sets
up a statistical model that relates customer’s default behavior to only two
important factors, the income and the education. We know that this simple
model is not very close to the reality. There surely are thousands of other
variables that may influence customer’s default behavior. The manager does
not include them into the model because they are either minor factors or
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they are not available in the database. Hopefully, the manager could reduce
the default rate by 80% with the help of this simple model.

This chapter describes the fundamentals of a statistical model building.
We do not discuss statistical basics that can be found in other textbooks
on statistics or marketing research. Instead, we focus on issues that are
important to database marketers but are not well-treated in other books. We
begin our discussion on the managerial justification for building a statistical
model. Then we discuss three important statistical issues that are of prime
importance to database marketers: model/variable selection, treatment of
missing data, and evaluation of the model.

11.1 Economic Justification for Building
a Statistical Model

Why do we want to build a statistical model? What is the economic ben-
efit from building a model? Database marketers have often used the decile
analysis to evaluate the economic value of a model. The concept may best
be explained by an example. Suppose that a bank has budget available to
issue 2,000 credit cards and needs to determine who should receive a card
among 10,000 credit card applicants. It will lose $400 if a customer defaults
and gain $100 if the customer does not default. And assume that the market
average default probability is 11.5%. Without a statistical model, the bank
does not know who will default and will not. Hence, it may randomly select
2,000 customers among 10,000 applicants and issue credit cards. Given the
market (average) default probability of 11.5%, 230 (0.115 x 2,000) customers
will default and 1,770 customers will not. Therefore, with randomly issuing
credit cards to 2,000 applicants, the bank will collect total profits of $85,000
(1,770 x$100 — 230 x $400).

Now assume the bank develops a statistical model estimated using data
from current customers. Based on the estimated model, it can predict the de-
fault probability for each of the 10,000 applicants. Customers are ranked in
descending order in terms of their predicted default probabilities. The ranked
customers are evenly divided into ten groups (or deciles), each with 1,000 cus-
tomers as shown in Table11.1. The second column in Table11.1 represents
the average of the predicted default probabilities over 1,000 customers. In-
stead of randomly selecting 2,000 customers to receive a credit card, it targets
the 2,000 customers in decile 9 and 10, who are least likely to default.! The
third column shows the percentage of actual defaulters. Eleven out of 1,000

1 We could actually find the breakeven default rate to maximize the profit if we were
not constrained to issue only 2,000 cards. The bank should issue the credit card if the
expected profit is greater than zero. Therefore, the profit maximizing rule is “issue card
if $100 x (1 — p) — $400 x p > 0 where p is the default probability. Hence, the breakeven
default probability is 0.2. That is, the bank should issue the credit card if the predicted
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Table 11.1 Decile analysis demonstrating the economic value of a statistical model

Decile Model predicted Actual Expected Actual
Default rate (%) Default rate (%) Profits ($) Profits ($)
1 25.5 26.7 —27,500 —33,500
2 21.4 22.3 —17,000 —11,500
3 18.0 17.8 10,000 11,000
4 13.3 12.9 33,500 35,500
5 12.6 12.5 37,000 37,500
6 10.8 10.4 46,000 48,000
7 8.1 7.6 59,500 62,000
8 3.7 3.3 81,500 83,500
9 1.2 1.1 94,000 94,500
10 0.1 0.1 99,500 99,500
Total 11.5 11.5 426,000 426,000

customers actually default in decile 9 while only one customer defaults in
decile 10. The bank collects profits of $194,000 (1,988 x $100 — 12 x $400) by
employing the statistical model. As a result, the bank can increase the profit
from $85,000 to $194,000 with the model. Therefore, the economic benefit of
the statistical model is $109,000.

The economic benefit of a statistical model can only be realized by building
a good model that provides accurate predictions. The predictive model in
Table 11.1 can be said to be a good model since its predicted default rates are
very close to the corresponding actual default rates. However, we can easily
think of more accurate model that perfectly forecasts who will default and
who will not. In the following three sections, we discuss three key statistical
(however, often ignored) issues that will help database marketers to develop
more accurate models.

11.2 Selection of Variables and Models

11.2.1 Variable Selection

Most predictive models (e.g., regression, logistic regression, neural nets) can

be stated in the following regression-type format:
Y:f(Xl,XQ,Xg,...XK)+E (111)

where Y is the variable being predicted (customer response, customer value,
etc.), the X’s are the potential predictor variables, and ¢ are other (ran-
dom) variables that have not been observed by researchers. Note that “K” is

default probability is less than 0.2. Applied to the data given in Table 11.1, credit cards
should be issued to 8,000 applicants (from decile 3 to 10) to maximize its profits.
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the number of potential predictor variables (including the intercept). In real-
world applications, the value for K can be very high, easily in the hundreds if
not in the thousands. This is because there are often many demographic vari-
ables and other customer characteristics available, several measures of pre-
vious customer behavior (RFM, etc.), and several previous contact variables
(e.g., marketing contacts). There are several reasons why all K variables can-
not be included in the model: (1) Computation time — for example, a neural
net would take an enormous amount of time to run with 300 predictors.
(2) Feasibility — in a decision-tree model, one would run out of observations
if all 300 predictors were used. (3) Overfitting — there is a danger that using
300 variables will result in “overfitting,” whereby the model is able to find a
unique idiosyncratic combination of variables that can predict an individual
observation, but the relationship implied by this combination does not hold
up in general. (4) Interpretation — it is often difficult to interpret a model
with 300 variables. As a result, the model cannot be easily communicated to
upper level management, and hence is less likely to be trusted and used.

The ideal approach to selecting which variables should be in the model
would be theory. To the extent that theory is available for why certain vari-
ables should be in the model, these variables should be included (e.g., if
data on customer complaints are available, this variable should certainly be
included in a model of customer churn). However, very often there is not
good theory available that we would be confident in relying on. In this case,
we should rely on statistical methods to select variables to be included in
the model. There are several techniques available for this: (1) all-subset re-
gression, (2) step-wise techniques, (3) principal components regression, and
(4) other advanced techniques. We discuss these methods in this section.

11.2.1.1 All-Possible Subset Regression

All possible subset regression is frequently used to determine the optimal set
of independent variables. This procedure first requires the fitting of all possi-
ble combinations among the available independent variables. For example, if
three independent variables are available, we need to fit eight regression equa-
tiOHS, @, {_le}7 {XQ}, {Xg}, {Xl, XQ}, {)(17 _Xv'g,}7 {XQ, Xg}, and {Xl, XQ,
X3}. Next, select the best regression equation using some statistical criteria
such as adjusted R?, AIC' (Akaike Information Criteria) or BIC (Bayesian
Information Criteria):

Adjusted R* =1 — [n —~ H (1-R?) (11.2a)
AIC = —2log L + 2k (11.2b)
BIC = —2log L + klogn (11.2¢)

where n is the number of observations, & is the number of predictors includ-
ing the intercept and L is the value of the likelihood function achieved by
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the model. Different from RZ2, these criteria penalize more complex models
so that a simple model may often be chosen if the increase in fit by including
additional variables is not large enough. We select the best model with the
largest adjusted R? or the lowest AIC or BIC. The adjusted R? is used for
linear regression models while AIC and BIC can be used for both linear and
non-linear models. Assuming that the model errors (¢) are normally distrib-
uted, the AIC becomes nlog 6%(k) + 2k where log 52(k) is the variance of e.
AIC however still tends to select models that overfit the data. To overcome
this difficulty, the BIC penalizes the number of estimated parameters, and
hence the number of variables included in the model, more strongly (2 for
AIC and logn for BIC) than the AIC (Schwarz 1978).

The major weakness of all-possible subset regression is that the method
is not practical when there are a large number of independent variables. If
there are 50 variables, we need to run 2°9 = 1.16 x 10'® regressions. Most of
commercial statistical packages have all possible subset regressions but they
cannot practically handle more than 30 independent variables.

11.2.1.2 Stepwise Selection

An alternative method to select an optimal set of independent variables is a
stepwise selection method that combines “forward selection” and “backward
elimination”. The forward selection procedure begins with fitting a simple
regression model for each of the K — 1 potential X variables. For each re-
gression model, the F' statistic for testing whether or not the slope is zero is
obtained. The X variable with the largest F' value is the candidate for first
variable to be included. If this F' value exceeds a predetermined level Fj, the
X wvariable is added. Otherwise, the process terminates with no variables in
the model. Suppose that X; is entered at step 1. Now the forward selection
routine fits all regression models with two X variables, where X; is one of
the two. For each such regression, we compute the partial F' test statistic
that will test whether or not 8, = 0 when X; and X} are two variables in
the model. The X variable with the largest partial F' value is the candidate
for addition. If this F' value exceeds a predetermined level Fjy, the second
X variable is added. Otherwise, the process terminates. The forward selec-
tion continues until no further X variables can be added, at which point the
routine terminates.

The backward elimination procedure is an attempt to achieve a similar
conclusion working from the other direction. That is, it begins with the re-
gression using all independent variables, and subsequently reduces the num-
ber of variables in the equation until a decision is reached on the equation to
use. The order of deletion is determined by using the partial F' value. The
backward elimination begins with a regression containing all variables. The
partial F' value is calculated for every predictor variable treated as though it
were the last variable to enter the regression equation. The variable for which
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this F' value is the smallest is the candidate for deletion. If this F' value is
smaller than the predetermined level F}, the variable is dropped from the
model. Otherwise, the routine terminates. The backward elimination routine
continues until no further X variables can be deleted, at which point the
routine terminates.

The most popular stepwise selection procedure combines forward selection
and backward elimination. It begins with the forward search procedure. And
assume that X, is entered at step 1 and X5 is entered at step 2. Now the
backward elimination routine comes in to determine whether or not any of
these two X variables already in the model (X; and X5 in this case) should be
dropped. If a variable’s partial F' is smaller than the predetermined level F7,
the variable is dropped; otherwise, it is retained. The stepwise selection rou-
tine continues until no further X variables can be added or deleted, at which
point the search terminates. The stepwise selection allows an X variable to
be added into the model at an earlier stage and to be dropped subsequently,
if it is no longer useful in conjunction with variables added at later stages.

The stepwise selection is computationally very efficient since it does not
need to evaluate the full factorial. However, because of its algorithmic char-
acteristics (e.g., sequential search), the stepwise selection often leads to the
sub-optimal solution. The relative merits and drawbacks of stepwise proce-
dures, lower computational costs versus sub-optimality, have been mainly
discussed within the linear regression context (Hocking 1976; Miller 1989).

An issue often raised in conjunction with stepwise selection (although it
applies to all-possible subset regression as well) is the difficulty it can create in
interpreting the results. Stepwise will tend to eliminate a variable if (1) it has
little predictive power, or (2) it has predictive power but is highly correlated
with a variable that has better predictive power. In this latter case is where
difficulty in interpretation arises. For example, assume income predicts cus-
tomer profitability well, but age predicts even better, and income and age are
positively correlated. It is possible that stepwise regression will include age in
the final model, and eliminate income. But as a result, the estimated coeffi-
cient for age picks up not only the impact of age but the impact of income as
well — income is not in the model explicitly, so age serves as its representative.
How should we interpret an age coefficient of say $1,000? Taken literally, this
means that every additional year of the customer’s age makes her or him
$1,000 more profitable. But implicitly, it’s the additional age plus the extra
income that comes with age that makes the customer more profitable.

From a practical standpoint, researchers should always ask themselves —
is this variable we’ve included in the model serving to represent certain other
variables besides itself? If so, we need to be careful not to assume that chang-
ing that variable alone will induce the change in the dependent variable indi-
cated by its coefficient. An important example of this is if data on catalogs and
emails were available but stepwise selected only catalogs for the final model.
The coefficient for catalogs would reflect the impact of catalogs and emails
combined. If we just increase the number of catalogs without a concomitant
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increase in emails, we may not achieve the gain in sales predicted by the co-
efficient for catalog. The careful researcher needs to be savvy in interpreting
coefficients when stepwise selection has been used.

11.2.1.3 Principal Components Regression

Massy (1965) developed principal components regression by combining princi-
pal components analysis and regression analysis. We first review the method
of principal components. Principal components analysis is a technique for
combining a large number of variables into a smaller number of variables,
while retaining as much information as possible in the original variables.
Suppose we have an n X k matrix of X of n observations on k variables, and
¥ is its variance—covariance matrix. The objective of principal components
analysis is to find a linear transformation of X into a new set of data de-
noted by P, where P is n x p and p < k. The p variables in P are called
“factors” and the n observations for each factor are called factor scores. The
data matrix P has certain desirable properties: (i) the p variables (columns)
of P are uncorrelated with each other (orthogonality), and (ii) each variable
in P, progressing from P; to P, etc., accounts for as much of the combined
variance of the X'’s as possible, consistent with being orthogonal to the pre-
ceding P’s. The new variables correspond to the principal axes of the ellipsoid
formed by the scatter of sample points in the n dimensional space having the
elements of X as a basis. Hence, the principal components transformation is
a rotation from the original X coordinate system to the system defined by the
principal axes of this ellipsoid.? Specifically, the transformation to principal
components is given by

P=MX (11.3)

To see how M (p x n) is determined, post-multiply Equation11.3 by P’.
Then, PP’ = M/XX'M. XX/ is simply the variance-covariance matrix .
The variance—covariance matrix for principal components PP’ = A should
be diagonal by virtue of requirement (i) above. Hence, we have:

A =M3EM (11.4)

Equation11.4 is an orthogonal similarity transformation diagonalizing the
symmetric matrix 3. The transformation matrix M has an orthonormal set
of eigenvectors of 3 as its columns, and PP’ = A has the eigenvalues of X
as its diagonal elements. If the columns of M are ordered so that the first
diagonal element of A contains the largest eigenvalue of X, the second the

2 The principal axes spanned by the elements of X are not invariant to changes in the
scales in which the variables are measured. Hence, X is usually standardized before the
transformation to principal components.
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next largest, etc., the principal components will be ordered as specified in
requirement (ii).

Instead of fitting a linear regression Y = X3 + ¢, principal components
regression fits the following regression:

Y =Py+e (11.5)

where P is factor scores from Equation 11.3. Once the values of P are deter-
mined from principal components analysis, the parameters v can be estimated
by ordinary regression.

Massy (1965) suggested that only a few factors should be included — actu-
ally, data reduction is its main purpose — but did not provide formal guidelines
to determine the number of factors. Marketers often employ heuristic meth-
ods. For example, a factor is selected if its eigenvalue is greater than one.
Basilevsky (1994) proposed an alternative criterion to determine the number
of factors using AIC, the Akaike’s information criterion (Naik and Tsai 2004).
Or the number of factors can be selected judgmentally according to which
set of factors is easiest to interpret?.

In summary, Principal Components Regression uses all the k original vari-
ables, but transforms them to a more manageable number of p factors. The
value of this approach hinges on the interpretability of the p factors. Very
often the factors generated by the transformation matrix M are difficult to
interpret. It turns out however that M is not unique in that, for a given
number of factors p, there are other “rotated” versions of M that can pro-
duce a factor score matrix P retaining the same amount of information as in
the original X matrix (see Lehmann et al. 1998 for more discussion). Often,
but not always, the rotated version of M produces factor scores that are eas-
ier to interpret. Hence, we recommend principal components regression only
when the original independent variables are highly collinear with one another,
when there are a great number of potential explanatory variables, and when
the factors can be easily interpreted. Principal components regression can
be implemented easily in SAS or SPSS by running the principal component
analysis, interpreting the factors it yields, computing the factor scores, and
then running a regression with these factor scores as independent variables.

11.2.1.4 Other Techniques

Recently, Naik et al. (2000) introduced a new reduction technique called
sliced inverse regression to the marketing community. The method was orig-
inally developed by Li (1991). Similar to principal components regression, it
attempts to extract important factors (a linear combination of all the origi-
nal independent variables) to reduce dimension. But sliced inverse regression

3 Principal components analysis generates a “loadings matrix,” representing the correla-
tion between each factor and each original X variable, that can be used to interpret the
factors. See Lehmann et al. (1998) for more details.
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provides simple tests for determining the number of factors to retain and for
assessing the significance of factor-loading coefficients (the elements of M).
The composition of factors is determined objectively on the basis of t-values.
Naik et al. (2000) demonstrated that sliced inverse regression performs bet-
ter than principal components regression using Monte Carlo experiments and
two real-world applications. However, sliced inverse regression is also not free
from the interpretation problems. So we only recommend its usage when the
derived factors are meaningful.

Finally, the variable selection problem has attracted the interest of statis-
ticians interested in applying newly developed Markov Chain Monte Carlo
(MCMC) estimation methods. In the previous section, we discussed the rel-
ative merits and drawbacks of stepwise procedures, lower computational
costs versus sub-optimality. George and McCulloch (1993) proposed a sto-
chastic search variable selection model (SSVS) to overcome the problems of
all-possible subset regression (computational costs) and the stepwise selec-
tion (sub-optimality). Their procedure uses probabilistic considerations for
selecting promising subsets of X’s. SSVS is based on embedding the entire
regression setup in a hierarchical Bayes normal mixture model, where la-
tent variables are used to identify subset choices. The promising subsets of
independent variables can be identified as those with higher posterior prob-
abilities. The computational burden is then alleviated by using the Gibbs
sampler to indirectly sample from this multinomial posterior distribution on
the set of possible subset choices. Those subsets with higher probability can
then be identified by their more frequent appearance in the Gibbs sample.

11.2.2 Variable Transformations

One of the most popular models used among database marketers is the clas-
sical linear regression model. It is easy to apply and its interpretation is clear.
However, the classical linear regression model assumes that the relationships
between a dependent variable and several independent variables are linear.
For example, consider the case that we are predicting customer value with a
linear regression model:

K
Customer Value(i) =Y; = ZﬁkXik + & (11.6)
k=1

This linear regression assumes that the relationship between the customer
value (Y;) and the independent variables (X;i) is linear. However, in many
applications the straight-line assumption does not approximate the true re-
lationship very well. For example, customer value will be minimal for small
values of marketing contact (one of the X’s), but once marketing expenditure
passes a certain point, customer value increases dramatically. This is called
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a threshold effect. Or customer value increases rapidly at first with increased
marketing investment, but then levels off. This is called a saturation effect.

However, the linearity assumption in classical linear regression is not as
narrow as it might first appear. In the regression context, linearity refers to
the manner in which the parameters and the disturbance enter the equation,
not necessarily to the relationship between variables (Greene 1997). Specifi-
cally, we are able to write the linear regression model in a very general form.
Let X = {z1,22,...,21} be a set of K independent variables and let f,
f2y--+, far be M independent functions. And let g(Y) be a function of Y.
Then the linear regression model is:

g(Y) = B1f1(Z) + Bofo(Z) + ... .. + Bufm(Z) +¢

11.7
= p1x1 + oo+ ... .. + By, e (1L7)

Hence, the original linear regression can be tailored to various modeling situa-
tions by using logarithms, exponentials, reciprocals, transcendental functions,
polynomials, products, ratios, and so on for f(e) or g(e). For example, the
relationship between X and Y might be hypothesized as:

K
Y = XD XD XK = o Xres (11.8a)

In logs,

K
InY =B In X148 In Xo+ - 48k In X +e = ZH Beln Xp+e  (11.8Db)

This model is known as a multiplicative model or log-linear model, where
f(e) = g(e) = In(e). It is also known as the constant elasticity model since
the elasticity of Y with respect to changes in X does not vary with X
(note: m = 0InY/01In X, = Bi). This model has been widely used for various
marketing problems. We can estimate parameters of Equation 11.8 using a
standard least squares procedure since its functional form belongs to the class
of Equation 11.7.

Another popular model among marketers is an exponential model in which
the relationship between X and Y is hypothesized as:

Y — oPr1Xa+BeXo+Br Xicte _ o[, BuXnte (11.9a)

In logs,

K
InY =1 X1+ oXo+ -+ B Xk + 6= Zkzl BuXp+e  (11.9b)

Here we just apply the transformation ¢g(y) = In(y). This model is also known
as a semi-log model in which the relationship between Y and X is not linear
(but In Y and X is linear). Again we can estimate parameters of Equation 11.9
using a standard least squares procedure since its functional form belongs to
the class of Equation 11.7.
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Another useful model is the Box-Cox model that embodies many models as
special cases. Suppose we consider a form of the linear model Y = a+8g(z)+¢
in which g(z) is defined as:

P )
9N (@) = {l(n(x) D/ Zj: i ig (11.10)

The linear model results if A equals 1, whereas a log-linear or semi-log model
(depending on how Y is measured) results if A equals 0. If A equals —1, then
the equation will involve the reciprocal of x. That is, depending on the value
of A, we can explain various forms of relationship between Y and X. If A is
known, we simply transform z into g(x) by inserting A into Equation 11.9.
But A typically is unknown a priori. So we may try different values of A’s
(e.g., —=1,0,1) and compare the performance of models with different A’s.
Alternatively, we can treat A as an additional unknown parameter in the
model that will provide us with a tremendous amount of flexibility. The cost
of doing so is that the model becomes non-linear in its parameters. That is,
the model does not belong to the class in Equation 11.7 so that we cannot
use ordinary least square for its estimation. We would have to use nonlinear
regression (available in SAS).

Finally, if we are ready to sacrifice the simplicity of the classical linear
regression, we can employ nonparametric regression in which no a priori re-
lationship is assumed. Simply assuming the relationship is smooth, nonpara-
metric regression overcomes the highly restrictive structure of linear model
and flexibly determines the shape of the relationship. It is data-driven method
and, in result, its estimation is computationally intensive. However, because
of the recent explosion in the size and speed of computers, several nonpara-
metric procedures can be run on personal computers. For more on nonpara-
metric regression, see Hardle and Turlach (1992), and Hastie and Tibshirani
(1990).

11.3 Treatment of Missing Variables

Missing variables is a fact of life for DBM applications. For example, de-
mographics such as income and marital status are often missing because
customers do not wish to divulge this information. Previous marketing ef-
forts may be available for some customers but not for others. The question
is how to handle this situation. One extreme solution is to eliminate a vari-
able from the analysis if it is missing for any customer. This is obviously
wasteful. For example, income could be an important predictor. There would
appear to be a huge opportunity cost for omitting this variable from the
analysis just because it is missing for say 20% of customers. The follow-
ing are methods that have been proposed and used for dealing with missing
data.
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11.3.1 Casewise Deletion

In casewise deletion, the observation is discarded if any one of the variables
in the observation is missing. This method is simple but is not desirable if
the entire sample size is small. It is especially undesirable when each record
has a lot of variables and, hence, there is a high probability that at least
one variable is missing. In addition, casewise deletion may lead to the biased
results if the characteristics of the discarded records are different from those
of the remaining records.

11.3.2 Pairwise Deletion

Pairwise deletion can be used as an alternative to casewise deletion in sit-
uations where different samples can be used for different calculations. For
example, consider a case of calculating pairwise correlations. The correlation
between variable 1 and 2 is calculated across the remaining observations after
deleting observations in which variable 1 and/or 2 are missing. And the cor-
relation between variable 1 and 3 is based on the observations after deleting
observations in which variable 1 and/or 3 are missing. Each pairwise corre-
lation is computed over different sets of observations. For example, several
SAS procedures (in default) employ pairwise deletion. “PROC CORR” in
SAS estimates a correlation by using all cases with non-missing values for
the pair of variables.

This procedure is also not appropriate when the sample size is small.
Moreover, if there is a systematic pattern in generating missing data, the
correlation coefficient matrix may be seriously biased because each pairwise
correlation is calculated over different subsets of cases.

11.3.3 Single Imputation

In single imputation, one substitutes a single value for each missing value.
Once all missing values are substituted, standard statistical procedures are
applied to the filled-in complete data set. The simplest form of the single
imputation is “mean substitution”, in which all missing values of a variable
are replaced by the mean value for that variable (computed across observed
values). Or the patterns in the complete (non-missing) data can be used
to impute a suitable value for the missing response. For example, house-
hold income may be related to the value of the car owned and the value
of the house owned. Hence, one estimates a regression model with house-
hold income as a dependent variable and the value of the car owned and the
value of the house owned as two independent variables. The missing values
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for the household income can be predicted (“imputed”) by the estimated
regression.

A particular challenge in single imputation is when the analyst has avail-
able a variable at the aggregate level, but that variable is missing at the
household level. Consider the case where the analyst has mean income for
the census tract where the customer resides. It is common to use that mean
income as the income value for that customer. However, Duan et al. (2007)
show this leads to biased estimates of the income parameter in a predictive
model if income is correlated with a variable observed at the individual level,
e.g., age. Duan et al. then prescribe a Bayesian procedure for inferring an
individual-level estimate of the income variable. The procedure relies on a
survey or other source of data that contains individual-specific values of both
age and income.

The most critical problem of the single imputation is that it ignores the
uncertainty on the predictions of the unknown missing values. As a result, the
variability in the variable for which observations are missing is misleadingly
decreased in direct proportion to the number of missing data points.

11.3.4 Multiple Imputation

Multiple imputation is an advanced method of dealing with missing data
that can solve the “over-certainty” problem of the single imputation method.
Rather than replacing a single value for each missing data point, multiple im-
putation imputes multiple values. For example, we introduced the regression-
based single imputation in which each missing value for the household income
is predicted by the estimated regression. But we know that the predicted value
is distributed as normal. In single imputation, we replace the missing value
by the expected value of this normal distribution. In multiple imputation,
we can impute the missing value several times by drawing from this normal
distribution.

Statisticians have developed a general multiple imputation procedure that
replaces each missing value by a set of plausible values to incorporate the un-
certainty involved in imputing the missing value (Rubin 1987; Schafer 1997).
The procedure consists of three steps. First, the missing data are generated
m times, resulting in m sets of complete data. Second, each of the m complete
data sets is analyzed using the predictive modeling technique being employed
for this application. Finally, these intermediate results from the m complete
data sets are combined to generate a final model.

There are several ways to implement the multiple imputation procedure.
The choice depends on the type of missing data patterns. For monotone
missing data patterns, either a regression method or propensity score method
can be used. The data set is said to have monotone missing data pattern
when a variable X is missing for the customer ¢ implies that all subsequent
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variables Xy (k > j) are all missing for the customer i. For an arbitrary
missing data pattern, a Markov chain Monte Carlo (MCMC) method is used
(Schafer 1997). We will discuss MCMC method since missing data patterns
in database marketing are more likely to be arbitrary.

Let X be the n x p matrix of complete data, which is not fully observed.
Let the observed part of X be X5 and the missing part by X,,is. Schafer’s
imputation method uses a Bayesian approach, in which information about
unknown parameters is expressed in the form of a posterior probability dis-
tribution. MCMC has been applied as a method for deriving posterior distrib-
utions in Bayesian inference. In addition, we need to assume the data model
or a probability model for the complete data. Multivariate normal models
are usually used for normally distributed data while a log-linear model is
assumed for categorical data. Without loss of generality, we assume that the
complete data are from a multivariate normal distribution with the unknown
parameters 6 (i.e., mean vector and variance—covariance matrix). Our goal
is to derive the joint posterior distribution of X,,;s and 6 given X, that
is h(Xmis, 0| Xops ). For multiple imputations for missing data, the following
two steps are repeated.

1. The Imputation Step: Generate X ;s from f(Xnis| Xops, 0). That is, given
the estimated mean vector and variance—covariance matrix of the multi-
variate normal distribution (6), the imputation step generates the missing
values (X,,;s) from a conditional distribution f.

2. The Posterior Step: Generate 6 from ¢(0|X s, Xobs). The posterior step
generates the posterior parameters (mean vector and variance—covariance
matrix) for the multivariate normal distribution from a conditional distri-
bution g. These new estimates will then be used in the imputation step.

The two steps are iterated long enough for the iterated values to converge to
their stationary distribution. That is, at the tth iteration, the imputation
step generates X (ntl) given 0 and the posterlor step generates g(t+1)
given Xr(;:rsl As a result, we have a Markov chain {szs, oMY (X)) 2) 9 },
{ijzs,ﬁ )} ... which converges to h(Xymis, 0| Xops). In practice, 50 to 100
burn-in iterations are used to make the iterations converge to the station-
ary joint distribution before imputing missing values. Then a set of missing
values are independently generated m times from this joint distribution.

When the imputation step is finished, each of the m complete data sets is
in turn analyzed with the predictive model. This yields m different sets of the
point and the variance estimates for the predictive model parameters. Let Q,
be the point estimate from the ith imputed data set and U; be the correspond-
ing variance estimate. That is, we have {Ql,Ul},{QQ,UQ},...,{Qm,Um}
from m applications of the predictive model. Then the point estimate for
Q@ from m complete data sets is the average of the point estimates from m
different data sets.

) = ZQi/m (11.10a)
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On the other hand, the variance estimate for Q should consider the between-
imputation variance as well as the within-imputation variance.

+(1+1/m)B (11.10b)
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The total variance Var(Q) is the weighted average of the within-imputation
variance and the between-imputation variance. The within-imputation vari-
ance U is simply the average of the variance estimates from m different data
sets. The between-imputation variance B is the key term which explains the
uncertainty associated with missing values. Since single imputation does not
consider this between-imputation variance for missing values, its variance
estimates become underestimated.

Multiple imputation is becoming more popular in treating missing
values among database marketers because of its theoretical attractiveness
and the availability of commercial software. For example, SAS has a
procedure PROC MI that can implement multiple imputations for an
n X p matrix of incomplete data. Once the m complete data are gener-
ated and analyzed by using the predictive model of our choice, PROC
MIANALYZE can be used to generate valid statistical inference (e.g., Equa-
tion 11.10) by combining results from the m applications of the predictive
model.

11.3.5 Data Fusion

Kamakura and Wedel (1997) introduced a special type of missing data
problem called data fusion. Figure 11.1 shows the structure of data set for
data fusion. A marketing researcher conducts a survey and then attempts
to relate its results to another survey conducted with a different sample
of respondents. We conduct a survey to respondents in sample A to col-
lect variables I and II, and conduct another survey to respondents in sam-
ple B to collect variable II and III. Combining these two survey responses,
we have missing observations of variable III for sample A respondents and
variable I for sample B respondents. The variables common to sample A
and B can be demographic variables, whereas the variables unique to sam-
ple A or sample B can be brand choice behavior and media exposure,
respectively.

It is not practical to apply the multiple imputation procedure to this type
of data since there are too many missing variables to be imputed. Statisticians
have traditionally developed a special technique called a file concatenation
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Variable Variable Variable
I i I
Missing
Sample A Values
Missing
Sample B Values

Fig. 11.1 Data structure for the data fusion problem (Modified from Kamakura and
Wedel 1997).

method which is designed to combine data from two different sources. In a
file concatenation approach, when a variable is missing from sample A (the
recipient sample), its value is taken from sample B (the donor sample) to
replace it (Ford 1983; Roberts 1994). Each recipient customer in sample A is
linked to one or more donor customers in sample B on the basis of common
variables. Similarity or distance between customers is measured in terms of
common variables (e.g., demographic variables).

Kamakura and Wedel’s data fusion method is different from previous file
concatenation methods in several aspects. First, they assume the existence
of a set of unobserved imputation groups in the combined sample of A and
B. If some variables in sample A are missing, they can be replaced by values
that are derived from the (mixture) model estimates obtained from customers
from sample B belonging to that same latent imputation group. The funda-
mental idea is similar to the previous file concatenation methods. However,
Kamakura and Wedel identify (latent) homogeneous groups based on sta-
tistical estimation, whereas the previous file concatenation methods identify
similar customers in rather heuristic ways. Second, their procedure is spe-
cially tailored to discrete data and the problem of forming cross-classified
tables with chi-square tests of significance among variables from independent
studies obtained from separate samples. Third, previous methods concatenate
two independent files by matching them on the basis of the information on
the common variables (e.g., variable II in Fig. 11.1) only. In contrast, data fu-
sion uses a mixture model that identifies homogeneous imputation groups on
the basis of all information available from the two samples. Finally, their data
fusion method overcomes problems of model selection encountered in previ-
ous approaches to modeling under missing data. Data fusion uses multiple
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imputations to provide an assessment of the uncertainty caused by the data-
fusion process.

As mentioned, there are several ways to implement multiple imputation
procedures. The choice depends on the type of missing data patterns. Data
fusion is a special type of multiple imputation technique designed to com-
bine data from multiple sources. Hence, the multiple imputation method in
previous section may be appropriate for general missing variable problems
encountered by database marketers. However, when database marketers at-
tempt to combine customer data from various sources, data fusion can be a
very efficient method.

11.3.6 Missing Variable Dummies

Another simple approach to treat missing variables is to create a missing
variable dummy per covariate to signify that the variable is missing for a given
customer (Van den Poel and Lariviere 2003). The extra dummy takes on the
value of 1 or 0 depending on whether a variable for a particular customer
is missing or complete. For example, suppose that one of the independent
variables is INCOME that contains some missing values. We define:

INCOMEM ; =1 if income is missing for customer 4, and 0 if not missing
INCOMEQ; = customer i’s income if income is not missing, and 0 if missing
Y; = dependent variable to be predicted for customer 7, e.g., customer value

The model is then Y; = Gy + S1INCOMEM ; + BoINCOMEQ; + ;. After
estimation, we would have the following predictions:

= [Bo + (1 if income is missing for customeri (11.11a)

Y,
Yi Bo + Bg[ NCOM FEQ; if income is not missing for customer 3.
(11.11b)

This method allows us to learn about the relationship between income
and customer value among the customers for whom we have such infor-
mation. That relationship is quantified by ﬂAg. We also learn whether the
fact that the customer has missing income data provides any insight on cus-
tomer value. That insight is quantified by Bl. For example, we might find
B > 0 if wealthy people are reluctant to divulge their income. In sum-
mary, this method allows us to learn about the relationship between the
missing variable and the dependent variable of interest, while at the same
time providing information on the types of people for whom information is
missing.

Missing variable dummies can actually be used after we impute missing
observations from single or multiple imputations. The extra dummy takes
on the value of 1 if the observation is imputed (previously missing) and 0 if
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the observation is complete. For example, we apply the above regression with
two income variables: INCOMEM,; = 1 if income is imputed for customer
i, and 0 if complete; INCOMFEQ; = customer i’s income if income is not
imputed, and customer 4’s imputed income if missing. If missing values occur
randomly and our imputation procedure is unbiased, the coefficient associated
with INCOMEM will be estimated to be 0. If this coefficient is not zero
and statistically significant, we conclude that our imputing method does not
capture the pattern of missing data generation process appropriately.

11.4 Evaluation of Statistical Models

We often come up with several alternative models in a database market-
ing application. We then need to determine which one to use. This is the
subject of model selection in statistics. In a typical database marketing
application, we randomly partition the data into two mutually exclusive
subsets, the estimation sample and the holdout (or test) sample. We esti-
mate competing models on the estimation (also called calibration) sample,
and test their predictive performance on the holdout (also called validation)
sample.

The major drawback in comparing models in the estimation sample has
been found to be the problem of overfitting (i.e., finding statistical para-
meters that predict idiosyncratic characteristics of the calibration data that
do not hold up in the real world). For example, the estimation of classical
regression model is designed to minimize its mean squared error (or sum
of squared errors). As a result, a complex model is guaranteed to have
a lower mean squared error (or higher R?) than a simpler model. Tak-
ing an extreme case, using a polynomial of sufficiently high order, we can
develop a regression model with zero mean squared error. However, this
complex model may overfit the data by identifying random fluctuations as
true patterns in the data. As mentioned in the section of all-possible sub-
set regression, to overcome the problem of overfitting, statisticians have de-
veloped evaluation criteria such as adjusted R?, AIC and BIC for model
selection in the calibration sample. You select the model with the high-
est adjusted R? or the lowest AIC or BIC. Basically, these criteria avoid
the problem of overfitting by panelizing the number of parameters to be
estimated.

Even though model selection in the calibration sample has been widely
studied in the statistical literature, database marketers rarely evaluate al-
ternative models in the calibration sample. Hence, we limit our attention to
model selection problems based on the validation sample. We first discuss
various methods to divide the sample into calibration and validation sam-
ples, and then study evaluation criteria to compare alterative models in the
validation sample.
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11.4.1 Dividing the Sample into the Calibration and
Validation Sample

How much of the data should be saved for the validation sample? The larger
the calibration sample, the more accurate the model (hence, lower standard
errors for the parameter estimates), although the returns would begin to
diminish once the size of calibration data exceeds to a certain limit. And the
larger the validation sample, the more discerning is the comparison between
alternative models. There is a tradeoff.

11.4.1.1 The Holdout Method

The holdout method randomly partitions the data into two mutually exclu-
sive subsets, the calibration sample and the validation (or holdout) sample.
Models are estimated with the calibration sample and the prediction errors
of the estimated models are compared using the validation sample.

The first important issue in the holdout method is what percentage of the
data should be used for the calibration sample. More data in the calibration
sample leads to more efficient estimates, while more in the validation sample
leads to a more powerful validity test. That is, as more data are used for
the calibration sample (so less data for the holdout sample), the model pa-
rameter estimates become more accurately estimated but the variance of the
prediction errors for each competing model becomes larger. Alternatively, if
you decrease the size of the calibration sample, the variance of the prediction
errors becomes smaller but the parameter estimates become inaccurate.

In many database marketing applications, it is common to reserve one-
third of the data for the holdout sample and use the remaining two-third
for the estimation (Kohavi 1995). Steckel and Vanhonacker (1993) showed
that the proportion of the sample optimally devoted to validation increases,
levels off, and then decreases as the total sample size increases. Specifically,
in small samples (e.g., n < 100), the one-quarter to one-third validation split
was recommended. However, once the sample size gets larger, any reasonable
split performed equally well. Hence, we may not need to worry about the
optimal split between estimation and validation sample since the sample sizes
in real database marketing applications are very large.*

A second issue in creating the calibration and holdout samples is the risk
that the resulting calibration or holdout sample may not be representative
despite the random partitioning. The overrepresented class in the calibra-
tion sample will be underrepresented in the holdout sample. For an example
of credit scoring, suppose that the data have 50% of defaults and 50% of

4 All the results from Steckel and Vanhonaker (1993) were based on a regression model
containing two independent variables, which is a rather restrictive specification. Hence,
more research may be required to generalize their results.
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non-defaults. If the calibration sample happens to have more than 50% of
defaults, then the percentage of defaults in the holdout sample will be less
than 50%.

There are two ways of addressing this problem (Witten and Frank 2000).
One is to employ stratification in partitioning the data. For the discrete de-
pendent variable, a data is partitioned such that both the calibration and
the holdout sample have the same proportion of each class. For the con-
tinuous dependent variable, the data are ranked in ascending order and is
partitioned such that observations are evenly represented in both samples.
An alternative way is to do random sub-sampling where the holdout method
is repeated k times and the prediction error is derived by averaging the pre-
diction errors from different iterations. Even though it is time consuming,
random sub-sampling is a better way of minimizing the problem of sample
misrepresentation.

A third issue is that selecting the best model from a single experiment (or
partitioning) may be too naive. The estimates of prediction errors are random
variables so that they are expected to show random variations. Hence, in
order to compare the true performances of alternative models, we require a
set of prediction error estimates from multiple experiments. More specifically,
we randomly divide our data into the calibration and the validation sample.
Estimate two alternative models using the calibration sample, and derive the
prediction errors of two models applied to the validation sample, {x1,y;},
where 7 and y; are the prediction error estimate of the first model and
the second model. We now repeat the procedure all over again. We divide
the data, estimate models, and derive another set of prediction errors. This
yields {z2, y2}. We repeat the same experiment k times resulting in k sets of
prediction error estimates. Considering these k sets of estimates as a paired
comparison data, we can design a formal statistical test for comparison, a
paired t-test. The test statistic is t = D/\/0% /k where D; = z; —y;, D is the
mean of D;, and ¢% is the variance of D;. Given your choice of significance
level, we reject or accept the null hypothesis that the performances of two
models are the same.?

11.4.1.2 K-Fold Cross-Validation

As implied, the holdout method makes inefficient use of the data by reserving
a large portion of the data for the validation sample. If the size of the data

5 Once we find the best performing model, we are often interested in reporting its
parameter estimates. Then we apply the best model to the entire sample and report
its parameter estimates. This procedure is applied to the other calibration/validation
methods such as k-fold cross-validation, leave-one-out and the bootstrap. That is, the
goal of dividing the sample into the calibration and validation is to get accurate predic-
tion error estimates in an efficient way. So if we are interested in parameter estimates,
we do not need to divide the sample into two so that we can estimate the parameters
more accurately.
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is really big, this is not a significant problem. However, the size of your data
in practice may often be smaller than you would like it to be. Database
marketers frequently adopt K-fold cross-validation technique to use the data
more efficiently.

In K-fold cross-validation, the data is randomly divided into K equal
sized and mutually exclusive subsets (or folds). The model is estimated and
validated k times; each subset in turn is reserved for the validation and the
remaining data are used for estimation. The k prediction errors from different
iterations are averaged to provide the overall prediction error estimate.

Similar to the holdout method, the problem of sample misrepresentation
problem in K-fold cross-validation can be mitigated by stratification and/or
repetition. If stratification is adopted to K-fold cross-validation, it is called
stratified k-fold cross-validation. Repeating k-fold cross-validation multiple
times using different partitions (or folds) and averaging the results will pro-
vide a better error estimate.

How many folds should be used? Various tests on a number of datasets
have shown that ten is about the right number even though there are not any
strong theoretical explanations as to why (Witten and Frank 2000). Kohavi
(1995) has empirically shown that as k decreases (e.g., k = 2 and 5) and the
estimation sample sizes get smaller, there is a variance due to the instability
of the estimation sample, leading to an increase in variance. The k-fold cross-
validation with 10 to 20 folds produced the best performance.

11.4.1.3 Leave-One-Out Method

Leave-one-out cross-validation is simply a type of k-fold cross-validation when
k is equal to the size of the entire sample. Each observation in turn is re-
served for validation and the remaining (k — 1) observations are used for
estimation. Upon estimation, the model is applied to the validation sam-
ple (consisted of one observation) and its prediction error is computed. The
overall estimate of prediction error is the average of k error estimates from k
iterations.

Leave-one-out cross-validation is an attractive method in using the data
(Witten and Frank 2000). Since it uses a large amount of data for estimation,
parameters are estimated more accurately. It is shown to work especially well
when the dependent variable is continuous. However, it has not performed
well for discrete dependent variable or for model selection problem (Shao
1993).

11.4.1.4 Bootstrap

Given a dataset of size n, the principle of the bootstrap is to select samples of
size n with replacement from the original sample. Since the bootstrap samples
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are selected with replacement, some cases are typically sampled more than
once. Originally introduced by Efron (1983), bootstrapping has been shown
to work better than other cross-validation techniques, especially in small
samples.

There are various bootstrap methods that can be used for estimating pre-
diction error and confidence bounds (Efron and Tibshirani 1993). One of the
simplest is the 0.632 bootstrap in which a dataset of n observations is selected
(with replacement) from an original sample of size n. Since some cases are
sampled more than once, there are cases that are not picked. Those obser-
vations not included in the bootstrap sample are used as validation samples.
The probability of any given observation not being chosen in the original
sample is (1 — 1/n)" ~ e~ = 0.368. Therefore, the expected number of dis-
tinct observations from the original dataset appearing in the calibration set
is 63.2% of the sample size n. Accordingly, we expect that the size of the val-
idation set will be 36.8% of the original sample size n for a reasonably large
dataset. The 0.632 bootstrap has been improved to the popular 0.632+ boot-
strap that performs very well for estimating prediction error with discrete
dependent variables (Efron and Tibshirani 1993).

The estimate of prediction error for 0.632 bootstrap is derived by com-
bining the error from the validation sample and the error from the cal-
ibration sample. Since the model is estimated on the sample containing
only 63.2% of distinct cases, the prediction error applied to the valida-
tion sample may overestimate the true prediction error. On the other hand,
the error in the calibration sample underestimate the true prediction er-
ror. Hence, the estimate is given by the linear combination of these two
errors, given by 0.632 x (prediction error in validation sample) plus 0.368 x
(error in calibration sample). Given a bootstrap sample, prediction er-
rors for alternative models are calculated and compared to find the best
model.

11.4.2 FEvaluation Criteria

Here we describe several evaluation criteria frequently employed by data-
base marketers to choose the best model. Several alternative measures are
available to evaluate the performance of the model applied to the validation
sample. All of them measure “goodness-of-fit”, which refers to how well the
model can predict the dependent variable. In other words, these measures
all assess the distance between what really happened and what the model
predicts to happen. But they differ in ways of quantifying the distance. De-
pending on the purpose of models, one criterion is preferred to another. There
is no dominating criterion. Database marketers employ different performance
measures depending on the nature of dependent variables. We first discuss
various measures when the dependent variable is continuous (sales, market
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share, monthly shopping expenditure, etc.). Next we discuss discrete depen-
dent variables (churn, response, etc.).

11.4.2.1 Continuous Dependent Variable

Suppose we have n observations for the validation sample on which we want
to evaluate predictions. The actual values for the dependent variable are
Y1,Ys, ..., Y, and the corresponding predicted values are Vi, 372, ceey Y,. If
the model predicts perfectly for the ith observation, Y; should be the same
as Y;. There is no error. The distance between Y; and Y; indicates a pre-
diction error. Table 11.2 summarizes the formulae of alternative performance
measures frequently used for the continuous dependent variable. They are
different in terms of defining this distance.

Mean squared error may be the most popular measure among statisti-
cians partially because of its mathematical tractability. It is easier to make a
statistical inference on the summation of the squared terms. An alternative
measure is mean absolute error that measures the Euclidean distance be-
tween the predicted and the actual value. Mean squared error panelizes the
larger errors more heavily by squaring them while mean absolue error treats
all errors evenly. Hence, if your application accepts marginal prediction er-
rors but tries to avoid large errors, you should employ mean squared error as
the evaluation measure. On the other hand, note that mean absolute error is
more robust to outliers than mean squared error.

Table 11.2 Various evaluation criteria for prediction error with a continuous dependent
variable

Evaluation criteria Formula
n n N
Mean squared error YeZ/n=3Y (Y;-Y;)?%/n
i=1 i=1
n n ~
Mean absolute error S leil/n= 3 |Yi = Yi|/n
i=1 i=1
n n ~
Root mean squared error Ye2/n=,> (Yi-Y)?/n
i=1 i=1
Mean absolute percentage error {E = /n} x 100 = {z ‘ it /n} % 100
i=1 i=1 '
n N n _
Relative squared error e/ (Yi-Y)2=3 (Yi-Y)?/ Y (Yi-Y)?
=1 i=1 =1 =1
n n _ n N n —
Relative absolute error Slal/ S Yi-Y|=Y |va =Y/ X [vi-Y]|
i=1 i=1 i=1 i=1

e; = the prediction error of the ith observation
Y; = the actual value of the ith observation
Y; = the (model) predicted value of the ith observation
Y = the mean of the actual values that is 3" Y;/n
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Sometimes it is more relevant to use a relative performance measure. Both
mean squared error and mean absolute error are unit dependent. For exam-
ple, we can increase or decrease mean squared error simply by multiplying our
data by an arbitrary number (that is not zero). We cannot tell how good a
model with mean squared error of 100 is. Relative squared error makes mean
square error unit-free by normalization. Similar to R? in linear regression,
total sum of squares is used for the normalizing factor. Similarly, relative ab-
solute error normalizes mean absolute error. Mean absolute percentage error
can also be interpreted as a kind of relative measure since it has normalization
factor (actual value in the denominator) applied to each observation.

There is no dominant performance measure. As shown in the comparison
between mean squared error and mean absolute error, each measure has its
advantages and limitations. The choice will be determined after studying
the research problem itself. For example, the cost associated with prediction
errors helps us to select a prediction measure. But cost information is not
always available. Hence, researchers report a number of measures to evaluate
their model performance. Fortunately, a number of studies have shown that
correlations among performance measures are strongly positive. We may not
need to worry about much the selection among performance measures.

11.4.2.2 Discrete Dependent Variable
Hit Ratio

Different performance measures have been proposed when the dependent vari-
able is discrete. We first describe two popular measures, the hit ratio and pre-
dictive log-likelihood, when the dependent variable takes on values of either
0 or 1. These measures can easily be generalized for the dependent variables
with more than two discrete values. For a discrete dependent variable, the
predictive value typically takes the form of probabilities. For example, sup-
pose a bank wants to know who is going to default. Historical data includes
both defaulters (coded 1) and no defaulters (coded 0) with their demographic
characteristics. Upon estimation the model (e.g., logit) is applied to the test
sample with n customers. With customer specific demographic information,
the model provides the predictive default probability of each customer. If the
probability is greater than a cut-off threshold 0.5, then we predict that she
will default. Otherwise, she is predicted not to default. Hit ratio is calculated
as

Hit ratio=» _ H;/n (11.12)
=1

where H; is 1 if the prediction is correct and 0 if the prediction is wrong.
That is, hit ratio is the percentage of correct predictions.



11.4 Evaluation of Statistical Models 315

One may ask why we use the cut-off of 0.5 for the hit ratio. The answer
is that if the prediction is higher than 0.5, the event is more likely to occur
than not occur, and so we predict that it occurs. However, this is somewhat
arbitrary and we will generalize this notion of hit rate, across all thresholds,
when we discuss ROC curves.

Predicted Log-Likelihood

Hit ratio employs a 0/1 loss function. The loss is 0 if the prediction is correct
and 1 if it is not. This loss function is intuitive and easy to understand.
However, the hit ratio is a lexicographic type of measure. It treats the case
with the predicted probability of 0.51 to be the same as the case with 0.99
when the customer actually defaults. It ignores the distance between the
actual and the predicted once it passes the threshold (i.e., 0.5). Adopting a
loss function with continuous form, the predictive log-likelihood overcomes
the problem associated with the lexicographic loss function of the hit ratio.
The predicted likelihood of observing the data can be expressed as:

Predicted Likelihood = H [Ply x (1-— P)O*Yi)} (11.13a)

i
i=1

Taking logs of this equation, the formula for the predictive log-likelihood is

Predictive log-likelihood = 3 [Y log 5 + (1 — Y;) log(1 — Pi)] (11.13b)

i=1

where P; is the predicted probability of default, and Y; represents the ac-
tual default value taking 1 if customer defaults, O otherwise. The larger the
log-likelihood, the better the model. The perfect model in which the model
predicts 0 when the actual is 0 and 1 when the actual is 1 will have the log-
likelihood of zero. Imperfect models will have negative log-likelihoods; the
more negative the value, the worse the prediction.

ROC Sensitivity

The concept of ROC (Receiver Operating Characteristic) curve originated
in the field of signal detection to measure the diagnostic power of a model
(Swets 1988). In order to understand its concept, let us take a look at a two-
by-two contingency table shown in Table 11.3. A diagnostic system (or model)
looks for a particular “signal” and ignores other events called “noise.” The
event is considered to be “positive” or “negative,” and the diagnosis made is
correspondingly positive or negative. For example, there are customers who
will respond to the mailing offer (“positive”) and who will not (“negative”).
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Table 11.3 True event versus diagnosis (From Swets 1988)

Event

Positive Negative

Diagnosis Positive  True positive (a)  False positive (b) a+b
Negative False negative (¢) True negative (d) c+d
a+c b+d at+b+c+
d—N

And using the predictive model we estimate customers’ response probabilities,
and assign them into responders or non-responders. There are two ways in
which the actual event and the diagnosis can agree: “true-positive” and “true-
negative” in Table 11.3. And there are two cases that diagnosis can be wrong:
“false-positive” and “false-negative.”

In a test of a diagnostic model, the true-positive proportion, a/(a + ¢),
and the false-positive proportion, b/(b + d), can capture all of the relevant
information on accuracy of the model. These two proportions are often called
the proportion of “hits” and “false alarms.” The true positive proportion is
also called ‘sensitivity’ that is the probability of a randomly selected positive
event being evaluated as positive by the model. In addition, the true negative
proportion is often called specificity that is the probability of a randomly
selected negative event being evaluated as negative by the model. Note that
the false positive proportion is (1 — specificity). A good diagnostic model will
provide many hits with few false alarms.

The ROC curve plots the proportion of hits versus false alarms for various
settings of the decision criterion (see Fig.11.2). Going back to the credit
assessment example, we derived hit ratio based on the decision that if the
predicted default probability of a customer is greater than a threshold value
(e.g., 0.5), then we predict that she will default. Otherwise, she is predicted
not to default. In an ROC curve, we initially set the threshold value high,
say 0.9. We do not issue a credit card to a customer if her predicted default
probability is higher than 0.9. We issue a credit card otherwise. Given the
threshold, we can prepare the two-by-two contingency table. The proportions
of hits and false alarms from the table will become a point of the ROC curve
for the model. Now we set the threshold value a bit lower, say 0.8. And plot
a point of the ROC curve. Changing the value of the threshold value to 0 will
complete the ROC curve.

Note an ROC curve is generated for a particular model as a function of
a critical decision criterion or parameter in the model, the cut-off threshold.
The performance (or value) of the model is measured to be the area under
the ROC curve. The area varies from 0.5 to 1. The major diagonal in Fig. 11.2
represents the case of the area equal to 0.5 when the proportions of hits and
false alarms are the same. Random assignment will lead to the area of 0.5.
On the other hand, a perfect model when the curve follows the left and upper
axes has the area of 1. There are no false alarms with 100% hits. The realistic
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Fig. 11.2 The ROC curve*.
*“A” signifies the area under the ROC curve. The best model is the one that generates
ROC curves with highest area (From Swets 1988).

model lies in between. The area under the curve increases as the model can
increase more hits while reducing the number of false alarms. We want to
select the model with the highest-area ROC curve, because this means that
for a given threshold cut-off, it generates more true-positives relative to false-
positives.

11.4.2.3 Evaluation Criteria to Assess Financial Performance

The evaluation criteria discussed so far measure the goodness-of-fit that refers
to how well the model can predict the dependent variable. However, these
evaluation criteria are not useful for assessing the financial performance of
the predictive models. Models that do not fit well can still perform well
(Malthouse 2002). There are several evaluation criteria to assess the financial
performance of the models.

Lift (Gains) Chart

Direct marketers frequently evaluate their proposed models using a gains ta-
ble (or chart) analysis. Gains table can be developed as follows (see Banslaben
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Table 11.4 Gains and lift table

Decile Response  Lift Cumulative
rate (%) lift (%)

1 6.00 3.75 37.5

2 3.50 2.19 59.4

3 2.50 2.56 75.0

4 1.50 0.94 84.4

5 1.00 0.63 90.6

6 0.65 0.41 94.7

7 0.50 0.31 97.8

8 0.19 0.12 99.0

9 0.12 0.08 99.8
10 0.04 0.03 100.0
Total 1.60 1.00

(1992) and Chapter 10 more details). Once we estimate the response model,
the model is applied to each customer in the validation sample to derive the
corresponding response probability (Pz) Then all customers in validation are
ordered by their predicted response probabilities. In the final step, customers
are sequentially divided in groups of equal size (usually ten groups), and
the average actual response rate per group is calculated. The gains table
describes the relationship between the ordered groups and the (cumulative)
average response rate in these groups. Table 11.4 shows an example of gains
table.

The response rate of the top decile is usually used to evaluate the perfor-
mances of models. The response rate of the top decile in Table11.4 is 6%,
which is much higher than the overall response rate of 1.6%. The best per-
forming model is the one which provides the highest response rate in the
top decile. Alternatively, the variation among the response rates in each of
10 deciles can be used to evaluate the performances of competing models
(Ratner 2002). The best model will show the greatest variation. That is, our
goal here is to maximize the separation between top deciles and the bottom
deciles.

Lift is a useful measure that can be calculated directly from the gains
table, and also used to compare the performances among alternative models.
Formally, we can define lift as A\ = r/7 where Ay is lift for the kth tile,
is response rate for the kth tile and 7 is the average response rate across the
entire sample. In words, A; is how much more likely customers in kth tile are
to respond, compared to the average response rate for the entire sample. We
want lift in the top tiles to be greater than 1, and correspondingly, lift in the
lower tiles to be less than 1. For example, the average response rate across
the entire sample is 1.60% while the response rate in the top decile 6.00%.
Therefore, customers in the top decile are 3.75 times more likely to respond
than average (A = 6.00/1.60 = 3.75). We say, top decile lift is 3.75. Lift
itself does not have direct managerial (or financial) significance. However,
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the extent to which top tiles have higher lifts makes them more profitable,
since lift is directly proportional to response rate. In addition, it is easy to
compare lift across models or different applications. See more discussion in
Chapter 10.

Another evaluation criteria frequently used in database marketing is the
cumulative lift chart, which tabulates cumulative response rates from the top
n-tile down. Continuing our example in Table11.4, the cumulative lift for
the kth decile is defined by the percentage of all responders accounted for
by the first k deciles. For example, the top 3 deciles account for 75.0% of all
responders. Obviously, the higher the cumulative lift is for a given decile, the
better the model.

Gini Coefficient

The Gini coefficient is essentially the area between the model’s cumulative
lift curve and the lift curve that would result from random prediction. It was
originally developed by the Italian statistician Corrado Gini. To understand
the general concept, we need to define the Lorenz curve and the perfect equal-
ity line. The Lorenz curve is a graph representing the cumulative distribution
function of a probability distribution. For example, it is frequently used to
represent income distribution of a country, where it shows for the top =%
of its population, what percentage (y%) of the total income they have. The
percentage of the population is plotted on the x-axis, and the percentage of
the total income on the y-axis. To draw the Lorenz curve, all the elements (or
customers) of a distribution must be ordered from the largest to the small-
est (in terms of their predicted response probabilies). Then, each element
(customer) is plotted according to its cumulative percentage of  and y. The
Lorenz curve is compared with the perfect equality line, which represents a
linear relationship between x and y. For example, if all the people in the pop-
ulation earn the same income, the Lorenz curve becomes the perfect equality
line.

In database marketing applications, we would plot the percentage of cus-
tomers on the X-axis ordered by their predicted likelihood of responding, and
the cumulative percentage of responders (i.e., the cumulative lift curve) on
the Y-axis (see Fig.11.3). The perfect equality line would represent a model
where predictions are made randomly, since then each customer would have
an equal chance of being predicted to be a responder. The higher this curve
relative to the perfect equality line, the better the model because our model
can account for a large percentage of the responders by targeting a relatively
small percentage of cutomers.

The Gini coefficient is defined graphically as a ratio of the summation
of all vertical deviations between the Lorenz curve and the perfect equality
line (A) divided by the total area above the perfect inequality line (A + B).
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Fig. 11.3 Gini coefficient.

That is, the Gini coefficient is equal to A/(A + B) in Fig. 11.3. Its value lies
between 0 and 1, where 0 corresponds to the perfect equality (i.e., everyone
has the same income) and 1 corresponds to the perfect inequality (i.e., one
person has all the income, while everyone else has zero income). In database
marketing terms, a Gini coefficient of 0 means that the model is predicting
no better than random, while a value of one corresponds to the (very rare
case) that there is only one responder and that customer is identified as the
customer with the highest probability of responding. In general, higher Gini
Coeflicients mean that more responders can be identified by targeting smaller
numbers of customers.
The Gini coefficient for a given model can be calcualted as:

N
Gini coefficient = Y~ (¢; — &) /(1 — &) (11.14)

i=1

where ¢; is the proportion of the customers who have a predicted proba-
bility of response equal or greater than customer ¢’s and c¢; is the propor-
tion of actual responders who are ranked equal or higher than customer
i in their response probability. That is, ¢; is the locus of the cumulative
lift curve and ¢; is the locus of the perfect equality line. We choose the
model with the highest Gini coefficient, that is, the Gini coefficient closest
to 1.
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11.5 Concluding Note: Evolutionary Model-Building

The scientific method for predicting the future is based on the assumption
that the future repeats the past. For many applications, this assumption is
reasonable. Suppose we try to predict monthly sales of color television. We
may build forecasting models, (whether they are time-series models or re-
gression models) based on historical sales of color television, and isolate pat-
terns from random variations. The predicted sales of a color TV are based
on the estimated model (or identified patterns). However, the future can be
very different from the past especially the market conditions are changing.
The model becomes useless. This is why we need to keep updating mod-
els. Sometimes it may be enough to re-estimate the model with additional
data. Sometimes we need to change the model itself. Remember that the
model cannot be static. (See discussion of model “shelf life” in Chapter 10
(Sect. 10.5.2).)



Chapter 12
RFM Analysis

Abstract Recency (R), Frequency (F), and Monetary Value (M) are the
most popular database marketing metrics used to quantify customer trans-
action history. Recency is how recently the customer has purchases; frequency
is how often the customer purchases, and monetary value is the dollar value
of the purchases. RFM analysis classifies customers into groups according to
their RFM measures, and relates these classifications to behaviors such as the
likelihood of responding to a catalog or other offer. RFM analysis was prob-
ably the first “predictive model” used in database marketing. This chapter
discusses the RFM framework, how it can be used and various extensions.

12.1 Introduction

How do you select customers for target mailing? Or whom should you send
your catalogs or direct mail offers to? The need to mail smarter is always
among the top concerns of direct marketers. The direct mail promotion that
results in sales to 2% of the mailed universe is considered a success. Identifying
and targeting the customers who are most likely to respond are therefore of
prime concern.

Because of the nature of their businesses, direct marketers including cat-
alogers have been collecting customer data, analyzing them, and developing
models for several decades to improve their business performance. One pop-
ular approach used to improve mailing efficiency is the RFM — Recency, Fre-
quency, Monetary amount — model. The primitive form of the RFM model
was used about 50 years ago by catalogers of general merchandise. For exam-
ple, as early as 1961, George Cullinan promoted the use and understanding of
RFM customer data analysis. Recognizing his contribution in advancing the
direct marketing industry, the DMA (Direct Marketing Association) inducted
him into the DMA Hall of Fame in 1989.

The core concept of the RFM model is based on the empirical evidence.
Direct marketers have found that the response to a mailing offer is hetero-
geneous across customers. And they also found that customers who have
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responded well in the past are likely to respond in the future. More specif-
ically, direct marketers have found that customers’ purchase response can
be predicted using their previous purchase histories. The three most impor-
tant variables to summarize customers’ purchase histories are recency (R),
frequency (F), and monetary amount (M). That is, using RFM measures
for each customer, one can predict his or her propensity to respond. Once
identifying who is going to respond, the direct marketer sends catalogs to
customers with high propensity.

This chapter first discusses the fundamental concepts of the RFM model.
Second, using the notion of a breakeven point, we study how the model
can be used to determine the number of customers to mail to, in order to
maximize profits. In Sect.12.2, highlighting the relationship of RFM model
with other statistical tools, we criticize its current status and investigate the
possibility of extending its potential. We conclude that while simple RFM
analysis may provide a good starting point, statistical model-building using
the raw customer data is the better option.

12.2 The Basics of the RFM Model

Suppose that a direct mail company has its house list with a million
customers. Each season it decides to mail catalogs to a subset of customers
from the house list. Sending catalogs to all customers will maximize its
revenue or sales. But it may lose profits if the average response rate is too
low. There are some customers who will not purchase the product whatever
the company does. The company would like to select good customers who
are likely to respond to the catalogs. The goal of an RFM analysis is to
predict the response (or purchase) probability of each customer. Sending
catalogs to only perhaps 20% of its customers based on these predictions
(the good customers), the company can now make a profit.

12.2.1 Definition of Recency, Frequency, and
Monetary Value

Based on their experience, direct marketers have found three important
purchase-related variables that will influence the future purchase possibility
of their customers. The first variable, recency (R), represents the last time the
customer purchased from the company. It stands for the elapsed time (mea-
sured in days, weeks, months or years) since the last purchase. For example,
suppose you randomly select 10,000 customers from a cataloger’s house list.
Your objective is to find the relationship between the recency and the re-
sponse probability. You first choose a particular catalog mailing, say the June
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Fig. 12.1 The relationship between recency and the response probability.

catalog. You select 10,000 customers who received that mailing and record
whether or not they responded. Then, you measure how many months had
elapsed between receipt of the June catalog and the customer’s previous pur-
chase. That is the measure of recency. We summarize the results in Fig. 12.1.

Figure 12.1 shows that 350 of the 10,000 customers responded to the June
catalog by placing an order. So the average response rate is 3.5%. And the
decile analysis based on customers’ recency values indicates a negative rela-
tionship between the recency and the response rate. Those customers who
recently purchased from the company had the higher probability to purchase
again when they received the June catalog. Many direct marketers believe
that the negative relationship is a law. There may be various reasons why
the response rates are decreasing with recency (Goniil et al. 2000). The ini-
tial order might serve as a trigger to encourage the customer to think about
items that might complement that order. They thus place another soon after
the initial order. Or a first time buyer may order a second item because of
reduced uncertainty about the product and delivery quality with the arrival
of the initial order.

However, the specific relationship between recency and purchase clearly
depends on various factors such as the types of product categories and cat-
aloger as well as catalog-specific factors. For example, Goniil et al. (2000)
found a U-shaped relationship applied to household semi-durable items. Cus-
tomers’ response rates initially decrease with recency because of the reasons
given above, but increase after a year or so because of an inventory effect.
That is, customers may need to replace the old product after a year. It is also
not hard to imagine a positive relationship between recency and purchase.
Consider the customer who has just obtained a new credit card from Capital
One. The customer probably would not be very receptive to an offer soon
after that for another credit card — the customer just obtained a new credit
card; why would he or she want another new one?

Summarizing, the important point is that we frequently find that there is
some relationship between the recency and the response rate. It is most often
assumed to be negative but it might be U-shaped or positive. Once we learn
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the relationship, we can forecast response rate using recency calculated from
their historical purchase records. However, the exact shape of the relationship
is unknown to us before we look at the data.

The second variable, frequency (F), represents how often the customer
has purchased in a certain time period (Bult and Wansbeek 1995). It is
often measured as the number of purchase occasions since the first purchase.
Some direct marketers use the number of purchase occasions divided by the
duration of being the customer. Similar to recency, the exact relationship
between the frequency and response rates should be determined empirically.
But the relationship is often positive. Those customers who frequently bought
the product tend to have higher probability to respond.

Finally, response probabilities are related to monetary value (M) repre-
senting the dollar value of previous purchases. One might measure monetary
value as the amount of money spent during a certain time period (Bult and
Wansbeek 1995). Alternatively, one may use the total dollar amount divided
by the duration of being a customer, or simply the average expenditure per
order (Hughes 1996b). Similar to frequency, the monetary value tends to have
a positive relationship with the response probability.

You can see that in the case of frequency and monetary value, these vari-
ables can become confounded with the length of the customer relationship if
not expressed on a per-period or per-order basis. However, the length of the
relationship is probably an important predictor of future behavior. Therefore,
perhaps an RFML model would be more appropriate, with recency, frequency
per period, monetary value per order, and length of relationship (e.g., time
since first purchase). However, in the real world, RFM is used, and either F
or M are not often expressed on per period or per order basis, so that at least
one of these variables also captures the length of the relationship.

12.2.2 RFM for Segment-Level Prediction

Once the information on customer purchase histories is summarized in the
three RFM variables, direct marketers construct a model to predict the re-
sponse propensity for each customer. Direct marketers transform the RFM
variables into discrete form in order to use them to predict response rates.
More specifically, three separate codes for each variable (RFM) are created.
For example, customers are sorted by their recency. A code of “5” is assigned
for the top 20% of customers in terms of their recency values. The next 20%
of customers are coded as “4”, and so on. As a result, every customer has a
recency code of 5, 4, 3, 2, or 1. That is, we transform the continuous vari-
able (recency) into five discrete variables (recency codes). As we will criticize
later, there is certainly information loss with this transformation. Similarly,
a frequency code and a monetary code are assigned to each customer. As a
result, each customer is now represented by three RFM codes.
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Table 12.1 The predicted response probabilities from RFM model

Three codes Number Number Percentage of
RFM mailed responded response
555 100 15 15.0%
55 4 90 13 14.4%
55 3 100 13 13.0%
55 2 80 10 12.5%
551 70 7 10.0%

4 51 100 8 8.0%
112 70 1 0.01%
111 90 0 0.00%
Total 10,000 350 3.50%

The variable transformation from the original RFM to three RFM (dis-
crete) codes allows us to segment customers into 125 (5 x 5 x 5) groups. Every
customer is represented by his or her RFM codes and classified into the one
of the 125 groups. For example, suppose that a direct marketer randomly
selects 10,000 customers out of the house list who received a recent direct
mail offer. Responses to the offer are summarized in Table 12.1.1

The results in Table 12.1 essentially are a cross-tabulation of R by F by M
by response, and become the RFM model for predicting a customer response
rate. That is, we model the response probability as a function of three RFM
codes. For example, if a customer has 5 for R, F, and M code, her response
probability is predicted to be 15%. Once the predicted response probabilities
are computed for all customers in the house list, one can select a group of
customers for an upcoming mailing drop.

Reflecting the popularity of the RFM model, there are commercial pack-
ages available in the market to perform the above procedure in a fairly au-
tomatic way. Operated on a PC, they do everything necessary to code all
customers in terms of RFM, select test groups, and provide reports so that
the marketers can do the entire job themselves without any technical assis-
tance. For example, one can get a demo program for “RFM for Windows”
from http://www.dbmarketing.com.

12.3 Breakeven Analysis: Determining the Cutoff Point

If the number of direct mail offers to be sent has been dictated by budget con-
siderations, we can easily select customers in the house list by rank-ordering

1 Note that we only have on average 10,000/125 = 80 customers per segment. With this
small sample size, the segment-level response probabilities will be imprecisely estimated.
For example, if the estimated response probability is 3.5% for a certain segment, its 95%
confidence interval can be calculated to be (—0.5%, 7.5%). In practice, more than 10,000
customers are often used to estimate the response probability of a single RFM segment.
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them with respect to their predicted response probabilities. However, if we
are not provided with this constraint, we cannot determine the number of
customers to send direct mails by RFM model alone. We must determine the
optimal number of direct mail offers to maximize profit.

12.3.1 Profit Maximizing Cutoff Response Probability

With cost information, the profit-maximizing rule for the mailing decision
is rather simple. A firm should send the direct mail to a customer if the
expected profit from the customer is greater than zero. That is, we send the
direct mail if

mx E(Z)xr—C>0 (12.1)

where m represents profit contribution margin, E(Z) is the expected order
amount (given that the customer responds to the mailing offer), 7 is the
predicted response probability from the RFM model, and C is the unit
mailing cost.

The unit cost of mailing a catalog (C') is reasonably treated to be the same
across all customers. And only the variable costs such as printing, packag-
ing and mailing should be included in the cost computation. Other costs
such as overhead are not included since we assume the firm incurs no addi-
tional overhead for the marginal additional mailing.?2 On the other hand, both
the expected order amount and the predicted response probability should
be considered to be heterogeneous across customers. The RFM model can
be employed to predict the response probability for each customer. As for the
expected order amount, we will first assume that it is homogeneous across all
customers. Specifically, we will predict the expected order amount for a cus-
tomer to be the average of past orders across all customers. We will discuss
the issue of estimating customer specific order amount later in this chapter.

Note that the Equation 12.1 can be rewritten as # > C/[mE(Z)]. Given
the same expected order amount across all customers, a firm should send
the catalog only to customers whose predicted response probability is greater
than the unit cost of mailing (C) divided by the expected net contribution
dollar (mE(Z)). That is, C/[mE(Z)] is the breakeven response probabil-
ity. For example, suppose that the unit cost of mailing is $2.0, the profit
contribution margin is 50%, and customers order $80 on average. Then,

2 The allocation of overhead to database marketing campaigns is an important issue.
See Chapter 6 for additional discussion. Also, see Schmid and Weber (1995), who have
suggested that the cost computation should be varied depending on the nature of
customers targeted. They claimed that only the variable costs should be considered for
prospecting while all variable costs with overheads should be counted for old customers
to be reactivated. Finally, all costs and some percentage of normal profits should be
included for current customers.
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the breakeven response probability is 0.05. Ranking its customers by their
predicted response probabilities driven by the RFM model, direct marketers
should send the mails to customers whose predicted response probabilities is
greater than 0.05.

With the cost information, we can calculate the economic benefit of em-
ploying the RFM model. For example, again suppose that the unit cost of
mailing is $2, the profit contribution margin is 50%, and customers order $80
on average. The direct marketer has one million customers and their average
response probability is assumed to be 0.02. Hence, the breakeven response
rate is $2/[(0.5)($80)] = 0.05 or 5%.3

Without the RFM model, the direct marketer would not know who will
respond and who will not. Hence, it randomly selects 200,000 customers
for target mailing. (We would then expect to achieve the average response
rate, 2%.) We expect that its net contribution dollar will be $160,000(=
$80%0.5x0.02%x200,000) and the cost of mailing is $400, 000(= $2x200, 000).
So we have a $240,000 net loss. Now the direct marketer employs the RFM
model and calculates the predicted response probability for each customer.
Assume only 20% of customers (or 200,000 customers) turn out to have the re-
sponse probabilities greater than the breakeven point (0.05). So 200,000 mails
are sent to those customers and 16,000 customers (assuming the average re-
sponse rate of 8%) respond. The net contribution is $640,000(= $80 x 0.5 x
16,000) while the cost of mailings is $400, 000(= $2 x 200, 000). So we have
$240,000 in net profit. As a result, this direct marketer can increase its profit
from minus $240,000 to $240,000 by employing the RFM model.*

12.3.2 Heterogeneous Order Amounts

Now going back to the issue of the expected order amount, a simple way to
predict the dollar amount of order for a customer is to take the average of past
orders for each customer. This method is simple and still allows for utilizing
a customer-level order amount. However, its prediction may be unreliable
when the number of historical orders is small. As a result, we will observe
the regression-to-the-mean effect. Consider a customer whose historical or-
der amounts are relatively low. His or her next order will be greater than

3 Practitioners often discount the predicted response rate based on the test market results
(Hughes 1996a). This is because marketers often conduct an unfair test. They tend to
use the first class mail and pick the best month for the test. As a result, the predicted
response rate is biased upward. The discount of 10-15% is usually applied, meaning
that the rollout response rate from any RFM cell is assumed to be only 85-90% of what
the test response rate was.

4 For illustration, the example in this section does not explicitly consider error in model
predictions of response rates, nor long-term considerations that might influence how
deeply down the list the direct marketer will want to mail. See Chapter 10 for further
discussions.
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this historical average (based on a small sample) because of the regression-
to-the-mean effect. The opposite result is expected for those customers with
historically high order amounts (Schmittlein and Peterson 1994). Recogniz-
ing this problem of the simple average approach, researchers have developed
more sophisticated models (Schmittlein and Peterson 1994; Jen et al. 1996;
Colombo and Jiang 1999).

Here we describe the model by Colombo and Jiang (1999) in more detail
since their model makes perhaps the most reasonable distributional assump-
tion. For a given customer, the dollar amount of order will vary from pur-
chase occasion to occasion. And the amount cannot be negative. They use
a gamma distribution with parameter u and 6 to model the possible ran-
dom variation of order amounts over time. [On the other hand, Schmittlein
and Peterson (1994) and Jen et al. (1996) have proposed a normal distrib-
ution.] This gamma distribution has a mean of u/6. In order to allow this
mean to vary across customers, they keep u constant and allow 6 to vary as
another gamma distribution with parameters v and ¢. The (unconditional)
distribution for z, the observed dollar amount, is then given by

Plelu,v,¢) = 5((5);(2)) (qﬁiz)u (ﬂz)t (12.2)

The above equation can be used to estimate the parameters u, v and ¢ using
maximum likelihood from the observed dollar amounts of orders.

Colombo and Jiang (1999) also derived the expected amount of order (w;)
for customer i, given that his/her average amount of order is z; across the
past z; number of purchases. That is,

N w(xiZ +¢) v—1 ug uT; _
Elw:) = (uz; +v—1) {uxi—l—v—l] v—1 * [umi—&—v—l] z (12:3)

Equation 12.3 shows that individual customer-level expected amount of or-
der is a weighted average of the expected order amount across all customers,
ug/(v —1), and customer-level observed average amount of order, Z;. As the
number of transactions for customer ¢ (z;) increases, more weight will be as-
signed to his/her observed average amount of order. For example, Colombo
and Jiang applied their model to the direct marketing data and estimated
u =290 =25, and ¢ = $496. Hence, the population mean, u¢p/(v — 1), is
calculated to be $953. Let us compare two customers, one with two transac-
tions (z; = 2) and the other with 100 transactions (z; = 100). Assume that
the average amount of order is $500 for both customers. Then the expected
amount of order is $502 for the customer with 100 transactions and $592 for
the customer with 2 transactions. As the number of historical transactions
gets smaller, less weight is assigned to the observed average amount of order.
As a result, its expected amount of order converges or “shrinks” more to the
population mean.
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12.4 Extending the RFM Model

Direct marketers have widely used the RFM model partly because it is easy
to understand and it often predicts well. However, not many people know
why it works and when it works. Recently researchers have criticized various
aspects of the RFM model (Wheaton 1996; Yang 2004).

First, the coding of recency, frequency and monetary value is arbitrary.
Quintiles (creating 5 recency, 5 frequency, and 5 monetary value divisions) are
frequently used, and hence 125 segments are assumed. However, depending
on budget, finer or cruder RFM coding may be employed (Hughes 1996a).
Because of this ad hoc coding scheme, the resulting RFM cells often fail to
generate response differences between segments. Yang (2004) has recently
developed a more formal procedure to determine the number of RFM cells.

Second, direct marketers today are collecting additional customer-level
information including their demographics and behavioral characteristics. In-
corporating this information into the traditional RFM model would improve
the predictive performance. However, it is cumbersome to add other variables
to RFM models. Practitioners simply treat additional variables the same as
RFM variables. For example, with a new variable, say gender (male or fe-
male), the number of RFMG cells becomes 2 x 5 x 5 x 5 = 500. As the
number of additional variables increases, the number of cells will geometri-
cally increase. It is unrealistic to estimate RFM model with more than two
additional variables.

12.4.1 Treating the RFM Model as ANOVA

We formally evaluate the RFM model by formulating it as a formal statistical
method. We then provide several suggestions on improving the traditional
RFM model. Statistically speaking, the RFM model is simply a three-way
ANOVA (analysis of variance) with all main effects and interactions. More
specifically, consider a factorial experiment where we have three treatment
conditions. Each of three treatments (recency, frequency, and monetary) has
three levels (1, 2, and 3) and, hence, we need to estimate 3 x 3 x 3 = 27
parameters if all interactions are allowed. The RFM model is identical to the
full model for this factorial experiment.

Let us provide an example. Table 12.2 shows the results of 3 x 3 x 3 RFM
model applied to the response data for catalog mailing drops. Catalogs are
mailed to 4,000 customers, and 325 of them responded. The overall response
rate was 8.13%. The response rates widely varied across the 27 RFM cells,
from 1.14% to 23.08%. Now we apply the three-way ANOVA with all main
effects and interactions. Table 12.2 shows its results. Note that we estimate
27 parameters, which are the same as in RFM model. We can calculate the
response probabilities of 27 RFM cells from these 27 parameter estimates.
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Table 12.2 3 x 3 x 3 RFM model

Three codes Number Number Percentage of
RFM mailed responded response
111 455 26 5.71
112 354 38 10.73
113 239 24 10.04
121 50 5 10.00
122 50 8 16.00
123 33 6 18.18
131 52 12 23.08
132 167 32 19.16
133 303 58 19.14
211 277 12 4.33
212 196 10 5.10
213 134 6 4.48
221 39 3 7.69
222 27 2 7.41
2 23 27 2 7.41
231 37 3 8.11
232 84 11 13.10
2 33 178 17 9.55
311 351 4 1.14
312 269 12 4.46
313 168 6 3.57
321 29 1 3.45
322 39 2 5.13
323 27 1 3.70
331 45 4 8.89
332 149 8 5.37
333 221 12 5.43
Total 4,000 325 8.13

The three-way ANOVA with all main effects and interactions can be written
as

URFM = b+ R+ pF + v+ e F + premr + Rem + prerenr (12.4)

where p is the overall mean response rate (intercept), ug is the recency main
effect, pup is the frequency main effect, ups is the monetary main effect, pp-p
is the recency—frequency interaction effect, pp«ps is the frequency—monetary
interaction effect, pupr+p; is the recency—monetary interaction effect, and
wr<p+ is the recency—frequency—monetary triple interaction effect. For
example, the response rate of (R=1,F =1,M = 1) cell is

0.054 — 0.019 + 0.035 — 0.072 — 0.059 + 0.005 — 0.024 = 0.057

which is identical to the response rate of cell (1,1,1) in Table12.2.
Interpreting RFM model as ANOVA allows us to evaluate a traditional

RFM model with formal statistical methodology. As a result, we are in

a position to propose new types of RFM models. For example, Table 12.3
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Table 12.3 ANOVA — Full Model

Degree of Type III sum of Level Estimate
freedom squared errors
Intercept 0.054*
R 2 3.592 1 0.1372
2 0.041
F 2 2.74* 1 —0.019
2 —0.017
M 4 0.81 1 0.035
2 —0.001
R*F 2 0.722 11 —0.0722
12 0.001
21 —0.032
22 —0.004
R*M 4 0.06 11 0.005
12 0.001
21 —0.049
22 0.036
F*M 4 0.17 11 —0.059
12 0.010
21 —0.037
22 0.015
R*F*M 8 0.29 111 —0.024
112 —0.003
121 —0.084
122 —0.037
211 0.072
212 —0.039
221 0.054
222 —0.050

2Indicates statistically significant with p = 0.05

shows that among the main effects, only recency and frequency are sta-
tistically significant at the p = 0.05 level. Response rates are not dif-
ferent across customers with different monetary values. In addition, the
recency—frequency interaction is the only significant interaction effect. Based
on these statistical tests, we propose a simpler RFM model with a small
number of parameters without losing predictive performance. Table 12.4
shows the estimation results of this simpler RFM model. The model takes
two main effects (R and F) and an interaction term (R*F). As a result,
the number of parameters estimated has been reduced to 9 from 27. Re-
sponse rate for each of 9 cells can similarly be calculated. For example,
the response rate of (R = 1,F = 1) cell is 0.058 + 0.138 — 0.030 — 0.082
= 0.084.

Another benefit from treating RFM model as ANOVA comes from the fact
that it becomes easier to add other variables such as consumer demograph-
ics. We can incorporate additional variables into the RFM model by employ-
ing the concept of ANCOVA (analysis of covariance). ANCOVA is a tech-
nique that combines features of ANOVA and regression (Neter et al. 1985).
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Table 12.4 ANOVA — Restricted model

Parameter Degree of Type III sum of Level Estimate
freedom squared errors

Intercept 0.0582

R 2 3.772 1 0.138*
2 0.0462

F 2 3.472 1 —0.030
2 —0.016

R*F 4 1.08% 11 —0.082*
12 0.037
21 —0.028
22 —0.013

2Indicates statistically significant with p = 0.05

We can augment RFM model with several additional variables — also called
concomitant variables — that are related to the response probability. These
might include demographics and other customer characteristics. This aug-
mentation will reduce the variance of error terms in the model and make the
prediction more accurate.

12.4.2 Alternative Response Models Without
Discretization

Although the RFM model has been used for decades, some researchers have
criticized its heuristic nature and proposed alternative response models such
as decision trees and logistic regression (Wheaton 1996). Using mail response
data from the collectible industry, Levin and Zahavi (2001) compared the
predictive performance of the RFM model to decision trees and logistic re-
gression. They found that the RFM model was the worst, and logistic regres-
sion was slightly better than decision trees. However, as Levin and Zahavi
(2001) themselves have point out, these results may be specific to the appli-
cation. These studies empirically showed the inferiority of RFM model for a
given data, but could not theoretically explain why RFM model worked or
did not work.

Treating RFM model as ANOVA allows us theoretically to compare it
with other popular response models. Since a main criticism given to RFM
model is its discretization of recency, frequency and monetary values, as an
alternative model, we propose a classical linear regression where the depen-
dent variable is customer response (0 or 1) and independent variables are
customers’ original recency, frequency, and monetary values before trans-
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formed to discrete scores.” The regression model has two advantages over
RFM model. First, the number of parameters estimated is significantly re-
duced. Only 4 parameters are required to estimate in regression model while
125 parameters (assumed 5 x 5 x 5 model) are estimated in RFM model.
Hence, we will get more accurate parameter estimates. Second, we may
experience some information losses in the RFM model due to discretiza-
tion. In contrast, there is no information loss with the regression model
since it uses the original independent variables, Moreover, we can avoid
the problem of arbitrarily determining the number of codes, say 5 levels for
recency.

However, we can imagine situations where RFM model may perform
better than the regression model. The relationship between the inde-
pendent variables and the dependent variable may be highly nonlin-
ear (especially, not monotonic). In this case, the discrete form of RFM
model (or ANOVA) will work better. The linear regression model as-
sumes that there is a linear relationship between the independent vari-
ables and the dependent variable. Similarly, the logistic regression assumes
that there is a monotonic (consistently positive or negative) relationship
between the independent variables and the dependent variable. On the
other hand, the RFM model will well approximate the nonlinear relation-
ship by discretizing the independent variables. Secondly, we expect that
RFM model will work better than the linear or logistic regression model
when there are significant interactions among independent variables. The
regression model cannot include interactions among variables unless re-
searchers explicitly incorporate them. On the other hands, the RFM model
(or ANOVA) automatically considers and estimates interactions among
variables.

Alternative response models to RFM model are decision trees such as
CHAID and CART (Levin and Zahavi 2001). Decision trees overcome the
limitations of the linear and logistic regression models even though they have
their own weaknesses (see Chapter 17). The way of approximating the nonlin-
earity in the RFM model is based on variable discretization. The RFM model
typically uses five codes with even percentiles. But the number of codes is
arbitrary. For highly nonlinear relationship, you may need ten codes. In ad-
dition, even percentiles are also arbitrary. Decision trees can not only handle
nonlinear relationship but also incorporate interactions among variables in a
more formal and parsimonious way (see Chapter 17).

Finally, statisticians have recently developed nonlinear regression models
such as kernel smoothing, radial-basis function neural nets, multilayer per-
ceptron neural networks, additive models, that can fit highly nonlinear curves
in formal and semi-automatic ways (Fahrmeir and Tutz 1994). Similarly,
these modern regression models can incorporate interactions among indepen-

5 If you are concerned about the discrete nature of the dependent variable, you can use
the logit or probit model instead. Still, the independent variables are customers’ recency,
frequency, and monetary value.
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dent variables. They are theoretically complex and not easy to understand.
But many commercial packages with easy-to-use icons have become available
so that database marketers can implement them without strong statistical
training.

12.4.3 A Stochastic RFM Model by Colombo and
Jiang (1999)

The RFM model simplifies the analysis of customer behavior by summarizing
historical transaction data by three REFM variables. However, much informa-
tion may be lost through summarization. This raises a possibility that without
any summarization more comprehensive statistical models can be employed
to analyze consumer purchase data in direct marketing. Moreover, it is not
theoretically justified to use RFM variables in predicting future response.

Colombo and Jiang (1999) overcome these problems of the traditional
RFM model by developing a formal model of buyer behavior rooted in well-
established stochastic models. We describe their model for solicited trans-
actions where consumers purchase in response to a specific offer such as a
catalog.%

Suppose that customer ¢ with a true unobserved response probability of 7;
will respond r; times to m; solicitations. If the response probability is constant
across all solicitations, then the distribution of the number of responses to
my; solicitations is given by the binomial distribution. That is,

P(r =rim;,m;) = (7:1) (1 — )™ (12.5)

Since the true response probability of 7; is heterogeneous across consumers,
we assume that the 7;’s have a beta distribution given by

_ Tla+8) (1 -1
The beta distribution has extensively been used to incorporate heterogeneity
in consumer response in marketing (Lilien et al. 1992). Depending on the
values of the parameters a and (3, it can take a variety of shapes such as
U-shape, J-shape, inverted U-shape, and so on.
From Equations12.5 and 12.6, the observed number of responses (r;) to
m; solicitations can be shown to follow a beta-binomial distribution:

6 Colombo and Jiang (1999) also developed a model for unsolicited transactions where
customers buy from a firm at any time rather than in response to a direct communi-
cations. We focus our attention on the case of solicited transactions because catalog
industry has actively used traditional RFM models.
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This distribution relates customer response behavior to the parameters of the
beta distribution, o and 3. Hence, their values can be estimated by maximum
likelihood. Once a and (3 are estimated, we can easily calculate the expected
response probability for customer i as

a—+r;

P(mi|ri,mi, o, B) = ot Btm

(12.8)
It is interesting to mnote that the only customer-level information
Equation 12.8 requires is the number of solicitations (m;) and the number
of responses (r;). That is, m; and r; are sufficient statistics for an individ-
ual customer’s purchase history. This fact theoretically justifies the use of
frequency in a traditional RFM model.

So far, we have assumed that all customers in the database are active.
However, some customers may be inactive because they are unable or unwill-
ing to purchase the product from the firm. Customers in a non-subscription
setting do not usually give notice to the firm when they leave. Hence, the firm
needs to infer the status of the customers from their transaction histories. For
example, if a customer has not purchase for a long period of time, he or she
can be considered to be inactive. Several researchers have studied models to
estimate the probability that a customer is active given his or her transaction
histories (Schmittlein and Peterson 1994; Schmittlein et al. 1987; Fader et al.
2005). We do not cover them in this chapter since these models are developed
for unsolicited transactions where purchases are not directly solicited by the
firm and they can occur at any time. See Chapter 5 for descriptions of these
approaches.



Chapter 13
Market Basket Analysis

Abstract Market basket analysis scrutinizes the products customers tend to
buy together, and uses the information to decide which products should be
cross-sold or promoted together. The term arises from the shopping carts su-
permarket shoppers fill up during a shopping trip. The rise of the Internet has
provided an entirely new venue for compiling and analyzing such data. This
chapter discusses the key concepts of “confidence,” “support,” and “lift” as
applied to market basket analysis, and how these concepts can be translated
into actionable metrics and extended.

13.1 Introduction

Marketing researchers have been interested in studying product affinity for
a long time. We have learned from the introductory economics or market-
ing course that coffee and sugar are complements while coffee and tea are
substitutes. The price reduction of a product not only increases its own
demand but also increases demand of its complementary product. That
is, if two products are complements for each other, their demands tend
to be positively associated. On the other hand, if two products are sub-
stitutes for each other, their demands tend to be negatively correlated
since the price reduction of a product would decrease the demand of its
substitute.

Marketing practitioners are interested in product affinities because they
provide very useful information for designing various marketing strategies. It
may not be surprising to a supermarket manager to see that coffee is pur-
chased with coffee cream or sugar. In fact, an experienced manager may know
lots of product pairs purchased together by consumers. However, considering
that the typical supermarkets carry tens of thousands items, it is also likely
that there are thousands of associated product pairs the manager may not
have recognized. Maybe the best-known example in the data mining industry

339
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is that beers and diapers tend to be purchased together in the supermarket.’
Whatever the reasons are, the beer—diaper association is not obvious to the
manager. Market basket analysis is designed to find these types of product
associations with minimal human interaction.

Typically the input to a market basket analysis is point-of-sale (POS)
transaction data at the customer level. Market basket analysis extracts many
interesting product associations from transaction data. Hence its output
consists of a series of product association rules: for example, if customers
buy product A they also tend to buy product B. Market basket analysis alle-
viates managerial effort and automates the process for finding which products
are purchased together. Let the data speak for itself.

Market basket analysis was originally applied to supermarket transaction
data. Actually it takes its name from the fact that consumers in a supermarket
place all of their purchased items into the shopping cart or the market basket.
Nowadays the application of market basket analysis is not limited to the
supermarket. It can be applied to any industry selling multiple products such
as banks, catalogers, direct marketers and so on, and to new sales channels,
especially the Internet.

13.2 Benefits for Marketers

The output of a market basket analysis is a series of association rules. These
rules are used to improve the efficiency of marketing strategies and tactics.
We learn from the analysis which products/services are purchased at the
same time or in a particular sequence. Hence the rules can be very useful
and actionable for firms dealing with multiple products/services. Examples
are retailers, financial institutions (e.g., credit cards company), catalog mar-
keters, direct marketers, Internet merchants, and so on (Berry and Linoff
1997). Market basket analysis is especially popular among retailers because
of their large number of SKUs. In a recent Aberdeen Group survey, 38% of
the retailers polled said they used market basket analysis and felt it had a
positive effect on their business (Nishi 2005).

Market basket provides valuable information for firms to develop various
marketing strategies and tactics. First, association rules from a market basket
analysis can be used for a supermarket to manage its shelf space. It may stock
the associated items close together such that consumers would not forget to
purchase both items. On the other hand, it may stock the associated items
far apart such that consumers would spend more time browsing aisle by

1 Thomas Blischok first discovered this interesting statistical pattern. As vice president of
industry consulting for NCR, he did a study for Osco Drug in 1992 when he discovered
dozens of correlations, including one connecting beer and diapers in transactions be-
tween 5 p.m. and 7 p.m. Blischok recounted the tale in a speech, and the story became
the legend in data mining industry (Forbes 1998).
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aisle (Chain Store Age 1998).2 Other types of merchants such as retailers,
catalogers and Internet may realize similar benefits.

Second, market basket analysis can be used for designing various promo-
tional strategies. It will provide ideas on product bundling. In addition, it
can be used to design a cross-coupon program where consumers purchasing
an item A get the (discount) coupon for an item B.? Or it will help managers
to select appropriate items to be loss leaders.

Third, market basket analysis with temporal components can be very use-
ful to various marketers for selecting cross-selling items. For example, market
basket analysis might indicate that customers who have purchased whole life
insurance tend to purchase property insurance within 6 months. It suggests
a cross-selling possibility — the insurance salesperson should contact his/her
current customers with whole life insurance (within 6 months) and try to
cross-sell the property insurance.

13.3 Deriving Market Basket Association Rules

Since the seminal paper by Agrawal et al. (1993), the problem of deriving
association rules have been widely studied within the field of knowledge dis-
covery (Agrawal and Srikant 1994; Mannila et al. 1994; Silverstein et al. 1998;
Zhang 2000), and is often called the market basket problem. In this section,
we study how a market basket analysis works and derives various association
rules that are “interesting.”

13.3.1 Setup of a Market Basket Problem

The input for a market basket analysis is customer-level transactions data,
although it is not necessary that each customer be explicitly identified. For
example, grocery stores record each customer’s transaction data (“market
basket”) with their scanning device even though they do not know the cus-
tomer’s name, address, etc. For each transaction, the store knows the date,
the casher number, items purchased, prices of each item, coupons redeemed,
and so on. Table 13.1 shows the hypothetical transaction data from a grocery
store. There are five transactions and each transaction consists of a set of

2 As discussed later, market basket analysis is an exploratory data mining tool. Once
an association between two products is identified, we should test two different shelf
strategies (stocking two products adjacent or far apart) with control groups.

3 Dhar and Raju (1998) have developed a model to study the effects of cross-ruff coupons
on consumer choice behavior and derived conditions under which cross-ruff coupons can
lead to higher sales and profits than other types of package coupons. However, they did
not employ market basket analysis for their empirical application.
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Table 13.1 Transaction data from a grocery store

Transactions Items purchased (market basket)

Milk, orange juice, ice cream, beer, soap
Milk, ice cream, beer

Milk, orange juice, detergent

Milk, ice cream, pizza

Milk, orange juice, soap

T W N~

items. The main focus of market basket analysis is the set of items purchased
for each transaction. From this transaction data, market basket analysis pro-
vides a series of association rules where we infer which items are purchased
together.

Each association rule consists of an antecedent and a consequent. For
example, consider the association rule, “if a consumer purchases item A,
s/he also tends to purchase item B.” Here item A is the antecedent while
item B is the consequent. Note that both antecedent and consequent can
contain multiple items.

13.3.2 Deriving “Interesting” Association Rules

Let us intuitively derive a few association patterns from Table 13.1. At first
glance, we can see that milk and orange juice are purchased together in three
out of the five transactions. This observation may tell us that there is a cross-
selling possibility between milk and orange juice. Anything else? Ice cream
and beer are purchased together in two out of the five transactions. Again
from this pattern, we may suggest an association rule like: “if a customer
purchases ice cream, then s/he also purchases beer,” or more compactly, “if
ice cream then beer.” Similarly, we can formulate an association rule between
orange juice and soap.

We can generate many association rules from Table 13.1 but we are only
interested in selecting “interesting” rules. That is, how managerially rele-
vant are the rules we have generated? It is difficult to come up with a single
metric quantifying the “interestingness” or “goodness” of an association rule
(Bayardo and Agrawal 1999). Hence, researchers have proposed several dif-
ferent metrics. There are three most popular criteria evaluating the quality
or the strength of an association rule: support, confidence and lift.

Support is the percentage of transactions containing a particular com-
bination of items relative to the total number of transactions in the data-
base. We can think of the support for an individual item A, which would
just be the probability a transaction contains item A, or “P(A)”. However,
when we are interested in associations, we are concerned with multiple items,
so the support for the combination A and B would be P(AB). For example,
consider the association rule “if milk then beer” from Table 13.1. Support
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measures how often milk and beer are purchased together, as a percentage
of the total number of transactions. They are purchased together two out of
five transactions. Hence, support for the association rule is 40%.

Support for multiple items can be interpreted as a joint probability. It
measures the probability that a randomly selected basket contains item A
and item B together. Hence it is symmetric and does not hint at cause-and-
effect. We know that the joint probability of A and B, P(AB), is no different
than the joint probability of B and A, P(BA). For example, support for the
association rule “if milk then beer” would be the same as the support for the
association rule “if beer then milk.”

Support has one critical disadvantage in evaluating the quality of an as-
sociation rule. The example in Table 13.1 shows that the association rule
“if beer then milk” has support of 40%. However, is the association rule
“if beer then milk” an interesting rule? The answer is yes if this means
that 40% of customers buy beer and milk together and no one buys milk
without buying beer. However, Table13.1 shows that all the transactions
contain milk. All customers buy milk and only 40% of those buy beer.
Hence, the association rule “if beer then milk” is not interesting even if
its support is 40%. Milk is so popular in grocery shopping (by itself it has
very high support) that the support for milk plus any other item can be
large.

Confidence measures how much the consequent (item) is dependent on the
antecedent (item). In other words, confidence is the conditional probability of
the consequent given the antecedent, P(B|A). For example, the confidence for
the association rule “if ice cream then beer” is 66% since three transactions
contain ice cream (the antecedent) and two among the three transactions also
contain beer (the consequent). In other words, given that the baskets con-
taining ice cream is selected, there is 66% chance that the same basket also
contains beer. Different from support, confidence is asymmetric. For exam-
ple, the confidence of “if beer then ice cream” is 100% while the confidence
of “if ice cream then beer” is 66%.

The law of conditional probability states that P(B|A) = P(AB)/P(A).
That is, confidence is equal to the support of the association rule divided by
the probability or the support of the antecedent. For example, the support
of an association rule “if ice cream then beer” is 40% (two out of five trans-
actions) while the support or the probability of ice cream is 60% (three out
of five). Hence, its confidence is 66% (40%,/60%).

Confidence surely is a good criterion for selecting interesting rules but is
not a perfect criterion. Consider a rule “if ice cream then orange juice.” Its
confidence or P(BJA) is 33% so you may think it is an interesting rule. How-
ever, there is 60% chance (e.g., P(B) = 60%) that a randomly chosen trans-
action contains orange juice. Hence, ice cream is not a powerful antecedent
for identifying an orange juice purchase — it has lower than a random chance
of identifying an orange juice purchase. Thus there is no cross-selling oppor-
tunity.
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Lift (also called improvement or impact) is a measure to overcome the
problems with support and confidence. Consider an association rule “if A then
B.” The lift for the rule is defined as P(B|A)/P(B) or P(AB)/[P(A)P(B)].
As shown in the formula, lift is symmetric in that the lift for “if A then B”
is the same as the lift for “if B then A.”

P(B) is the probability that a randomly chosen transaction contains item
B. In other words, it is an unconditional (or baseline) probability of purchas-
ing item B regardless of other items purchased. Practitioners often use the
term, “expected confidence” for P(B) instead of unconditional probability.

Hence, lift is said to measure the difference — measured in ratio — between
the confidence of a rule and the expected confidence. For example, the lift
of an association rule “if ice cream then beer” is 1.67 because the expected
confidence is 40% and the confidence is 67%. This means that consumers who
purchase ice cream are 1.67 times more likely to purchase beer than randomly
chosen customers. That is, larger lift means more interesting rules.

A lift of 1 has a special meaning. We know that P(AB) = P(A)P(B) if
A and B are independent. Therefore, lift equals one if the event A is inde-
pendent of the event B. Lift greater than 1 indicates that the item A and
the item B tend to occur together more often would be predicted by random
chance. Similarly, lift smaller than 1 indicates that the item A and item B are
purchased together less likely than would be predicted by random chance.

Lift has little practical value when the support for the antecedent item is
very low. For example, suppose that P(mushroom pizza & ice cream) = 0.01,
P(mushroom pizza) = 0.01 and P(ice cream) = 0.25. The association rule
“if mushroom pizza then ice cream looks like a good rule based on its lift
of 4. However, only a small number of customers purchase mushroom pizza.
A co-marketing program designed to encourage mushroom pizza buyers to
purchase ice cream may not have a high impact. This problem can be partially
resolved by taxonomies described in Sect. 13.4.1.

Summarizing, we have introduced three popular criteria for evaluating
association rules in market basket analysis, defined as follows:

Confidence = P(B|A) (13.1a)
Support = P(BA) (13.1b)
Lift = P(B|A)/P(B) (13.1c)

Each criterion has its advantages and disadvantages but in general we would
like association rules that have high confidence, high support, and high lift.
Association rules with high support are potentially interesting rules. Simi-
larly, rules with high confidence would be interesting rules. Or you may look
for association rules with very high or very low lift.* Practitioners generally

4 The very low lift implies that the two products “repel” each other. Substitutes (e.g.,
Coke and Pepsi) tend not to be in the same basket. Knowing that two products “repel”
each other can often suggest actionable recommendations. For example, Coke should
not be promoted together with Pepsi.
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employ all three together in generating a set of interesting association rules.
They might set a threshold for each rule and let the market basket software
choose rules to meet the condition (see Chapter 21 for further discussion). For
example, practitioners might ask the software to find all associations so that
support, confidence, and lift are all greater than some minimum threshold
specification (e.g., see Yan et al. 2005).

13.3.3 Zhang (2000) Measures of Association
and D:issociation

Other than three metrics discussed above, researchers have proposed a num-
ber of measures including chi-square value (Morishita 1998), entropy gain
(Morimoto et al. 1998; Morishita 1998), gini (Morimoto et al. 1998) and
laplace (Webb 1995). More recently, Zhang (2000) proposed a new metric
that was theoretically shown to be better than traditional measures such as
the confidence and/or the x? test. He also applied his new measure (along
with traditional measures) to a POS transaction data and a donation data,
and showed that his measure could identify association patterns not discov-
ered by traditional measures. Considering the importance of finding a good
measure of association rules, we describe his measure with comparing others.

Zhang’s point of departure is to recognize the difference between asso-
ciation and disassociation. If the probability of co-occurrence P(A|B) for
patterns A and B is larger than probability of no co-occurrence P(A|B),
then the relationship of A with B is association (attractive). Otherwise,
the relationship is disassociation (repulsive). Association is described by
Ps(B = A) = 1 — P(A|B)/P(A|B) if P(A|B) < P(A|B). Disassociation
is described by Pp(B = A) = P(A|B)/P(A|B) — 1 if P(A|B) > P(A|B).
Combining the two formulas, we obtain

P(A|B) — P(A|B)
Max[P(A|B), P(A|B)]
P(AB) — P(A)P(B)

= Maz[P(AB)(1 - P(B)). P(B)(1 - P(A)] 2

P(B=A) =

where B = A (e.g., B implies A) describes the association of A with B.
For example, let us calculate P(beer = ice cream) in Table13.1. Since
P(ice cream|beer) = 1 is larger than P(ice cream|not beer) = 1/3, so the
relationship of ice cream with beer is association. And P(beer = ice cream)
is equal to 2/3.

The association metric in Equation 13.2 is asymmetric. That is, P(B = A)
can be different from P(A = B). Zhang’s metric has several other good prop-
erties. For example, consider three extreme cases: perfect association, perfect
disassociation, and random or independent association. A good measure of
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association should yield a definitive result for each case. In other words, the
result a measure of association should yield a constant number, indepen-
dent of P(A) and/or P(B), for perfect association, perfect disassociation, or
independent association.

The following table calculates the value for support, confidence, lift, and
Zhang’s measure for each of the three cases:

Support Confidence Lift Zhang
Perfect Association P(A)(=)P(B) 1 1/P(B) 1
Perfect Dissociation 0 0 0 -1
Independence P(A)P(B) P(B) 1 0

The table shows that only Zhang’s measure provides a unique number
for all three cases. This means that Zhang’s measure has a similar inter-
pretation as a correlation coefficient: values close to 1 signify almost perfect
positive association, values close to —1 signify almost perfect negative asso-
ciation, and values close to zero mean very little relationship. None of the
other measures has this nice numerical interpretation.

13.4 Issues in Market Basket Analysis

13.4.1 Using Taxonomies to Overcome the
Dimensionality Problem

The typical supermarket in the US carries about 30,000 items or SKUs (stock
keeping units). It means that we need to evaluate about 4.5 x 108 potential
association rules such as the ones “if A then B.” Furthermore, as discussed
later, you may be interested in association rules involved in more than two
items. The “curse of dimensionality” comes into play unless we control the
number of items to a manageable size.

Much research has focused on algorithms for computing all relevant asso-
ciations (Agrawal et al. 1993; Agrawal and Srikant 1994; Hu et al. 2000; Yan
et al. 2005). However, another way to overcome dimensionality problem is to
aggregate items into some manageable number of categories. For example,
Tropicana orange juices with various sizes can be grouped into the Tropicana
orange juice category. Or different types of Tropicana juices such as orange
and grape juice may be aggregated. More generalized categories such as the
juice category (after aggregating all juices with different brands, sizes and
types) can also be used as the input for market basket analysis.

There is another benefit from item aggregation. Unit sales of many SKUs
in the original market basket data are so small. Hence, their supports are
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extremely low. As shown in the previous section, the presence of low-support
items may make it difficult to find good association rules. For example, sup-
pose that there is only one transaction including Brand A orange juice in the
entire basket data. And the transaction containing Brand A orange juice also
includes yogurt. The confidence of the association rule, “if Brand A orange
juice then yogurt,” for this basket data is 100%. But it is not an interesting
association rule. We can easily avoid this problem through item aggregation.

Obviously, as we employ higher levels of aggregation, the computational
burden for the market basket analysis is diminished. However, item aggre-
gation often leads to the loss of transaction details useful for developing ac-
tionable marketing strategies. Suppose that the result of the market basket
analysis suggests the cross-promotion opportunity between beer and orange
juice. It is unusual for a supermarket to promote all items in the orange juice
category together. Instead, they promote a particular brand of orange juice.
The market basket data aggregated across brands does not allow the manager
to select a brand for target promotion.

What is the right level of item aggregation for a market basket analysis?
Practitioners often suggest aggregating items such that each of the resulting
aggregates have roughly the same level of appearance or support in the market
basket data (for example, see www.megaputer.com/html/mba.html). As a
result, items with smaller unit sales will be grouped together so that we can
avoid the problem of bad association rules due to the low support items.
However, one should not apply this suggestion too strictly. The needs of the
end user are more important in deciding the level of aggregation. For example,
the marketing manager in a discount store will be more interested in selling
a television than a DVD. That is, it may be more reasonable to aggregate
cheap items than expensive items.

13.4.2 Association Rules for More than Two Items

So far, we have investigated association rules with two items — one antecedent
and one consequent. However, managers might be interested in association
rules involving more than two items. The idea behind market basket analysis
with two items can be easily extended to the analysis of more than two
items. For example, consider an association rule, “if A and B then C.” The
support of this association rule is P(ABC) and its confidence is P(C|AB).
And P(C|AB)/P(C) is its lift. Similar analysis can be performed for the sets
of four items, five and so on.

As discussed above, the curse of dimensionality comes into play as the
number of items considered simultaneously increases. The number of calcula-
tions to perform the market basket analysis increases exponentially with the
number of items to be considered together. For example, going back to the
supermarket with 30,000 items, we need to evaluate 30000C3(~ 4.5 x 10'?)
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potential association rules such as the ones “if A and B then C.” And about
3.4 x 106 calculations are required for the sets of four items.

Researchers have suggested various pruning methods to overcome the di-
mensionality problem associated with the market basket analysis of multiple
items (Agrawal et al. 1993). One easy pruning method is to generate associa-
tion rules that satisfy a given support constraint. In addition, is the pruning
is performed iteratively so that the number of calculations can be minimized.
For example, given the support constraint of 1%, any items less than this
minimum support are first eliminated and only the remaining items are used
for the analysis of two items. For association rules for three items, any pairs of
items less than the support constraint are eliminated and only the remaining
pairs of items are used as antecedents. Similar iterative pruning is applied
for generating association rules involved with more than three items. Yan et
al. (2005) assert that even simple pruning rules that use thresholds can re-
sult in too many calculations, and propose a genetic algorithm for producing
interesting associations.

13.4.3 Adding Virtual Items to Enrich the Quality of
the Market Basket Analysis

Market basket analysis has originally been developed to study association
patterns among items sold in supermarket. However, it becomes a much
more useful data mining tool when items considered are not restricted to
real products. Virtual items are not real products sold in retail stores, but
they are treated as items in the market basket analysis. For example, mar-
keting managers may be interested in knowing which items are sold well with
male customers. The market basket analysis can provide this information
simply by adding one more virtual item (sex identifier: “male” or “female”)
to each transaction basket.

Practically, the number of virtual items can be unlimited. They may in-
clude customer demographic information such as income, household size, ed-
ucation and so on. Sometimes customer’s purchase behavioral information —
for example, the type of payment (e.g., cash or credit cards), the day of the
week that the purchase is made, etc. — is used as virtual items. Or marketing
variables such as the indicator for temporary price reductions and special
display are often used as virtual items.

Creating relevant virtual items definitely enriches the quality of the market
basket analysis. However, it does run into the curse of dimensionality prob-
lem described earlier. Therefore, before you decide to add the virtual items to
the market basket data, you should have some idea or hypothesis on how the
results of analysis associated with virtual items help marketing managers to
solve their decision making problems. For example, supermarkets typically se-
lect a set of items every week and discount their prices significantly — called
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loss leaders — to increase the number of shoppers visiting their stores. Super-
market managers know that they lose money by selling loss leader items. But
most of supermarkets employ this strategy since they expect that consumers
would shop a lot of other (non-discounted) products. We can detect various
issues associated with the loss leader strategy by adding the indicator of the
loss leader item as virtual item.

13.4.4 Adding Temporal Component to the Market
Basket Analysis

Market basket analysis was originally designed to analyze which products are
purchased together at a given shopping trip. However, it can be applied to
broader marketing problems if we incorporate a temporal component. This
makes it more applicable to identifying cross-selling possibilities. For example,
a segment of bank customers might open a savings account after they open
checking accounts. Or customers who have purchased personal computers
may tend to purchase printers within the next 3 months.

Researchers have attempted to accommodate a time-series component
into market basket analysis to broaden its application domain (Agrawal
and Srikant 1995; Chen et al. 1998; Ramaswamy et al. 1998). They have
shown that temporal components can be incorporated into the existing as-
sociation rule algorithm with minor modification. However, there is one
big difference in terms of the data required. In particular, we need panel
data whereby particular customers are identified and observed over time.
Previously, each transaction was treated independently and there was no
need to track whose transaction it is. To conduct a temporal analysis, a
data-gathering system must track customer identification in order to re-
late transactions occurring at different times. For example, the traditional
scanning device in the supermarket may provide transaction data with
anonymous customer identity that is not appropriate for the market bas-
ket analysis with temporal component. To incorporate the temporal compo-
nent, a customer identification device such as a store loyalty card is required
where a cash register first scans the customer’s store card and scans items
purchased.

A temporal association rule can be considered a traditional association
rule with some temporal relationships between items in the antecedent and
the consequent. Theoretically, we need to consider all possible pairwise com-
binations among all transactions made by a given customer. As a result, we
have all possible “before item(s)” (in the antecedent) and “after item(s)”
(in the consequent) pairs. Because of this combinatorial nature of the prob-
lem, again the curse of dimensionality comes into play. For example, we
need to consider 450(= 190C2) paired combinations for a customer with
100 transactions.
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Table 13.2 Association rules for two items (in tabular form)

Antecedent Consequent Support Confidence Lift

Orange juice  Soap 0.40 0.67 1.67
Orange juice  Detergent 0.20 0.33 1.67
Ice cream Beer 0.40 0.67 1.67
Ice cream Pizza 0.20 0.33 1.67
Beer Ice cream 0.40 1.00 1.67
Soap Orange juice  0.40 1.00 1.67
Detergent Orange juice  0.20 1.00 1.67
Pizza Ice cream 0.20 0.50 1.25
Beer Soap 0.20 0.50 1.25

An easy way to reduce the number of paired combinations is to restrict
the temporal space of interest. For example, we may focus on temporal as-
sociation for the “next shopping trips” where we now consider 99 pairwise
comparisons for a customer with 100 transactions. Or we may restrict our
attention to the transactions “within 2 months” from the transaction date of
the antecedent.

13.5 Conclusion

There are several commercially available data mining software packages for
performing market basket analysis. Examples are Integral Solutions’ Clemen-
tine (marketed by SPSS), Silicon Graphics’ MineSet, etc. that provide market
basket analysis as a differentiating feature from other data mining products.
Marketing managers without much statistical expertise can perform market
basket analysis by clicking icons and interpreting the output without much
difficulty.

Most market basket analysis software presents its output or association
rules either in tabular form or in plain English. Most software allows users to
specify selection criteria and sort the resulting association rules by support,
lift, confidence, antecedent or consequent. Table 13.2 shows the output exam-
ple in compact tabular form. We have here applied market basket analysis to
the transaction data given in Table 13.1, selected the association rules with
lifts greater than one, and sorted them by lift. Also note that we have limited
the association rules to two items.

Some software presents results in plain English. For example, the associa-
tion rules in Table 13.2 might be presented as the following:

e When a customer buys Orange Juice then the customer also buys Soap
in 67% of cases. This pattern is present in 40% of transactions.?

5 This paragraph means that the confidence of the association ‘if orange juice then beer’
is 67% and its support is 40%.



13.5 Conclusion 351

e When a customer buys Orange Juice then the customer also buys De-
tergent in 33% of cases. This pattern is present in 20% of transactions.

e When a customer buys Ice Cream then the customer also buys Beer in
67% of cases. This pattern is present in 40% of transactions.

Market basket analysis is an attractive data mining tool for several reasons.
First, relative to other data mining tools, it is computationally simple. Sec-
ond, its outputs are easy to understand because they are expressed in the
form of association rules. Third, it is actionable in that it is easy for mar-
keting managers to turn the association rules into marketing strategies and
tactics.

Market basket analysis is particularly well suited to the problems without
well-defined marketing objectives. You simply have a large set of data (e.g.,
POS transaction data from a supermarket) and you do not have specific
hypothesis to test because you do not have much experience analyzing them.
That is, it is a good undirected data mining technique. Market basket analysis
can also be used for directed data mining tasks (Zhang 2000). But we suggest
other statistically sound techniques when you have clear hypothesis to test.



Chapter 14
Collaborative Filtering

Abstract Collaborative filtering is a relatively new technique to the data-
base marketing field, gaining popularity with the advent of the Internet and
the need for “recommendation engines.” We discuss the two major forms of
collaborative filtering: memory-based and model-based. The classic memory-
based method is “nearest neighbor,” where predictions of a target customer’s
preferences for a target product are based on customers who appear to have
similar tastes to the target customer. A more recently used method is item-
based collaborative filtering, which is model-based. In item-based collabo-
rative filtering predictions of a target customer’s preferences are based on
whether customers who like the same products the target customer likes
tend to like the target product. We discuss these and several other methods
of collaborative filtering, as well as current issues and extensions.

14.1 Introduction

One day you rent a movie, “Independence Day,” at a video rental store.
You are surprised at the cash register to find that there are ten movie titles
recommended on your receipt that happen to match your interests pretty
well. An automatic collaborative filtering system in the store has a database
storing the movie tastes of many other customers. It identifies customers
in the database who like “Independence Day,” finds out what other movies
they liked, and recommends the ten most liked movie titles to you. It
automatically recommends a set of movie titles as an expert, or more to the
point, a friend would.

Collaborative filtering is a recently developed data mining technique.
Its main concept originated from work in the area of information filtering
and first introduced by Goldberg et al. (1992). Their email filtering system,
called Tapestry, innovated the field of recommendation system even though
it required users to evaluate items explicitly and respond to complex queries.
Since then, the system has been improved to become automatic (Resnick

353
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Table 14.1 Input data for collaborative filtering
Movie 1 Movie 2 Movie 3 Movie 4 Movie 5

Amy 5 2 - 4 1
Joseph 1 - 1 2 -
Michael — 4 3 — 5
Jim 3 1 - 1 2
Laura 5 3 4 - 1

et al. 1994) and the algorithm has been fine-tuned (Shardanand and Maes
1995). More recently, a number of websites including Amazon.com, CD-
Now.com and MovieFinder.com have adopted collaborative filtering systems
to provide personalized recommendations to their customers. Collaborative
filtering is broadening its base of applications to include financial services,
travel agencies, and so on.

Let us take an example of movie selection to understand the task applied
to collaborative filtering. The objective of collaborative filtering is to select
(and then recommend) a set of movies that each customer will like. The typ-
ical input data takes the form of preference ratings on each product/item
evaluated by users. As shown on Table 14.1, it is the n X m user-item matrix
(n users; m items) with each cell representing a user/consumer’s preference
rating on a specific item/product. Our main task is to predict the prefer-
ence ratings for missing cells, based on other observed preference ratings. For
example, Amy has rated Movies 1, 2, 4 and 5. Then what is Amy’s predicted
preference rating for Movie 37 Similarly, we wish to predict the missing pref-
erence ratings for all other customers. Once we have all the predicted movie
ratings, we are ready to provide movie recommendations for each customer
(e.g., suggest three highly rated movies for each customer).

14.2 Memory-Based Methods

There are a number of algorithms used in collaborative filtering, but they
can be divided into two main categories, memory-based and model-based
(Sarwar et al. 2001). Memory-based methods, also called neighborhood-
based, user-based or heuristic methods, attempt to find a set of users that
have similar preferences to the target user. Once a neighborhood of users is
identified, memory-based methods combine their preferences to predict the
preference of the target user. On the other hand, model-based methods first
develop a model of user ratings. They usually take a probabilistic approach
and calculate the expected preference for the target user. We first study
memory-based methods in this section and describe model-based methods
in the next section.

Memory-based methods predict the unobserved preferences of an active
or target user based on the (observed) preferences of other users. Let 7;
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be the preference rating of user ¢ on item j (e.g., the value of cell in row ¢
and column j in Table14.1). The neighborhood-based method predicts the
preference rating of an active user a for item j (74 ;) from the following
equation.

Faj =Ta+7T Y Sailrij —Ti) (14.1)
=1

where 7; is the mean preference rating of user i, 7, is the mean preference
rating of the active user, s, ; is the similarity between user a and user ¢
and 7 is the normalizing constant such that the > ", |s, ;| becomes one.
The mean preference rating is computed over the set of items that the user
has evaluated. Note that the summation will only be applied to users whose
preference ratings on item j are observed. For example, for predicting the
preference of user a on “Independence Day” we incorporate only the ratings
of users who have evaluated “Independence Day.”

The predicted rating in Equation 14.1 consists of two components: the ac-
tive user’s own mean preference rating and the observed ratings of other
users in the database. Without ratings from other users, the best guess for
Ta,; is the mean of the user’s previous preference ratings over other items. The
beauty of collaborative filtering is the capability of improving the prediction
accuracy by incorporating other users’ opinions. The user ¢ who experienced
item j evaluates her preference rating for item j as r; ;. So her relative pref-
erence is (r; ; — 7;). This might suggest that the active user will also prefer
movie j higher than her average. However, this depends on whether the ac-
tive user and user ¢ have similar tastes. This is measured by the similarity in
tastes between the two users, s, ;, which can be positive (the active user and
user 4 tend to like the same movies) or negative (the active user and user 4
tend to have opposite tastes in movies).

The relative ratings of users who have rated on item j will be combined
to predict 74 ;, but the contribution of each user (sq;) will be different. If
the other user is “similar” to the active user, a larger weight is assigned.
If the other user is less similar to the active user, his or her opinions are
not reflected heavily on the predicted preference rating of the active user. In
sum, the predicted rating is her mean preference rating plus the weighted
sum of other users’ relative preferences. And the weights are determined by
the similarity between each user and the active user.

The use of relative preference rather than absolute preference is based
on the recognition that rating distributions are centered at different points
for different users (Herlocker et al. 1999). Herlocker et al. show that the
method using relative preference provides significantly better prediction ac-
curacy than the method of using absolute preference. Some users may tend
to use categories 3 to 5 on a five point rating scale while others may tend to
use categories 1 to 3. If a user gives the same ratings for all items, her rating
distribution will not provide any information for predicting the rating of the
active user.
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Going one step further, Herlocker et al. (1999) have also tried to incorpo-
rate the difference in spread between users’ rating distributions. The original
ratings are converted to z-scores with mean zero and variance one. However,
this did not perform significantly better than relative preference approach.
The authors conclude that the difference in variance among users’ rating
distributions does not influence the prediction performance, but the mean
difference does.

14.2.1 Computing Similarity Between Users

Similarity between users, s, ;, is the most important concept in the
neighborhood-based collaborative filtering. Mainly based on the work of
Breese et al. (1998) and Herlocker et al. (1999), this section reviews
various similarity measures and their modifications used in collaborative
filtering.

14.2.1.1 Similarity Measures

Researchers have proposed a number of different metrics that measure the
similarity or the distance between users. We describe three similarity mea-
sures: Pearson correlation, Spearman rank correlation, and cosine vector sim-
ilarity. Other similarity measures including the entropy-based uncertainty
measure and mean-squared difference have been applied but found not to
perform as well as Pearson correlation (Herlocker et al. 1999)

Pearson Correlation Coefficient

The most popular similarity measure may be Pearson correlation coeffi-
cient that GroupLens first introduced in its neighborhood-based algorithm
(Resnick et al. 1994). The Pearson correlation coefficient between the active
user a and the user ¢ is given by

S . = Zj (Ta»j _Fa)(ri,j —Ti)
; \/Z], (ra; —Ta)? Zj (rij —T)2

Note that the above correlation is computed over the items that both users
have evaluated. Hence, if there are only a few numbers of commonly rated
items, these correlations may be unreliable.

Claiming its better performance, Shardanand and Maes (1995) have
proposed the following constrained Pearson correlation coefficient as the

(14.2)
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similarity measure.
> (rag —4)(ri; —4)
Sa,i = — —
Vi (o —Ta) X5 (riy —Ti)?

They use 4 because it is the midpoint of their seven-point rating scale. How-
ever, there are no theoretically convincing reasons why 4 is better than the
mean ratings.

(14.3)

Spearman Rank Correlation Coefficient

Herlocker et al. (1999) criticized the rather restrictive data assumptions re-
quired for the Pearson correlation coefficient and proposed Spearman rank
correlation coefficient as a similarity measure. The Pearson correlation coeffi-
cient can be cast in a regression framework that relies on several assumptions,
including that the relationship is linear and the error distribution has a mean
of 0 and constant variance. These assumptions are frequently violated in col-
laborative filtering data. Spearman rank correlation coefficient does not rely
on these model assumptions. It is identical to Pearson except that it computes
a measure of correlation between rank orders instead of rating values. There
has not been any significant performance difference observed between Pearson
and Spearman (Herlocker et al. 1999). However, these authors suggest using
Spearman rank correlation for a rating scale with a small number of discrete
values and Pearson correlation for the rating scale with continuous values.

(Cosine) Vector Similarity

Adopting the idea from information retrieval literature, Breese et al. (1998)
have proposed the cosine vector similarity measure. In information retrieval,
the vector of word frequencies characterizes each document and the angle
between two vectors of word frequencies measures the similarity between two
documents. Likewise, the similarity between the active user a and the other
user 4 is defined as

r,'r;
Sai = c08(Tq,T;) = m (14.4)
a 1
where r, = (r4,1,7a,2:---3Ta7), Ti = (Ti1,7i2,---,7i7), Ta - Tj =

Z'j]:l TaiTij, |Tall = ijl 2, and |r;|| = 1/2'];1 r? ;. Note that the
angle is calculated over items that both users have evaluated. Because of its
origin in the field of information retrieval, ratings below zero as well as the
unrated items receive zero rating values.

The cosine vector similarity is mathematically similar to Pearson correla-
tion coefficient. However, Pearson correlation takes into account the differ-
ences in rating scale between different users (i.e., 7; and 7,, see Equation 14.2).
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The cosine vector does not. The cosine vector similarity has been shown to
be successful in the field of information retrieval, but it does not perform well
compared to the Pearson correlation coefficient in the area of collaborative
filtering (Breese et al. 1998).

14.2.1.2 Significance Weighting

One critical problem that all similarity measures have in common is that
they do not consider the significance (or confidence) of the similarity mea-
sure. Does the correlation of 0.9 between two users tell you that two users are
very similar? It depends on the confidence attached to the correlation. If 0.9 is
calculated based on 100 co-rated items, we will trust the correlation and con-
clude that preference structures of two users are very similar. However, if the
correlation of 0.9 is based on five co-rated items, we may reserve our conclu-
sion because we are not sure whether 0.9 is the true correlation or results from
chance. That is, we need to recognize that the true similarity between users
is an unknown parameter. Since the calculated correlation is the estimate of
the true similarity, it is important to know the confidence of our estimate.
Herlocker et al. (1999) have found that some users who correlated highly
with the active user did not perform well in predicting the preference ratings
of the active user. Those high correlations (with terrible predicting perfor-
mance) were frequently based on tiny sample sizes (often three to five co-rated
items). In order to improve the prediction accuracy, a weighting factor has
been proposed to add to the correlation such that the algorithm can discount
the correlations based on small samples. More specifically, if two users had
fewer than 50 co-rated items, Herlocker et al. multiplied the original correla-
tion by a significance weight of n/50 where n is the number of co-rated items.
For more than 50 co-rated items, a significance weight of 1 was uniformly
used. The authors showed that applying significance weighting improved the
prediction accuracy whether it is applied to Pearson or Spearman correla-
tion (Herlocker et al. 1999). However, they did not provide any theoretically
convincing reasons why they selected 50 as opposed to 10 or 100 as a cutoff.

14.2.1.3 Variance Weighting

Similarity measures discussed so far assume that all item ratings have the
identical informational value in predicting the preference of the active user.
However, researchers are beginning to recognize that preference ratings on
certain items are more important than others in identifying similarities among
users (Breese et al. 1998; Herlocker et al. 1999). For example, the item that
all users rate highly or badly is not very a useful piece of information in
differentiating users. On the other hand, the item that 50% of users rate very
positively and the rest rate very negatively tells us a lot about similarities
among users.
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For treating the informational value of each item rating differently, Her-
locker et al. (1999) have proposed to incorporate the item-variance weight
factor into the calculation of the Pearson correlation coefficient. More specif-
ically, first standardize each rating so that its mean is zero and its variance
is one. Then Equation 14.2 can be written as

J

Sa,i = ijl Za,jZi,j/J (14.5)

where z,; = (ra; — Ta)/0as #i; = (rij —T;)/o; and J is the number of
co-rated items. We now incorporate the item-variance weight factor into
Equation 14.5, the standardized Pearson correlation.

J

J
Sai = D Vitai%igl D Vi (14.6)
where vj = (UjQ - 0-1210111)/0-121134)(’ 032' = Z?:l (ri,j - Fj)2/(n - 1)’ Ul%ﬂin and Urgnax
are the minimum and maximum variances over all items.

It intuitively makes sense to incorporate the variance weighting in the
similarity computation. Unfortunately, however, employing the item-variance
weighting factor did not show any significant gain in the prediction accuracy
(Herlocker et al. 1999).

14.2.1.4 Selecting Neighborhoods

Shardanand and Maes (1995) have observed that selecting a subset of users
instead of all possible users improved the prediction performance of collabo-
rative filtering. Adding a large number of users with correlations (similarity)
that were very low in magnitude seemed to increase the noise rather than
providing additional information in predicting the ratings of the active user.
Hence, they set an absolute correlation threshold so that only users with
absolute correlations (with the active user) greater than the threshold are se-
lected in computing Equation 14.1. An alternative way of selecting users with
high informational values is to pick the n users that correlate most highly
with the active user, where n is selected by the analyst (Herlocker et al. 1999).

How do you choose a specific value for the correlation threshold or the
number n for the best n neighbors? Setting a high correlation threshold or
a small n will allow you to limit users to those with high correlations. How-
ever, setting too high correlation threshold or too small n makes your pre-
dictions less accurate because you are not drawing on the opinions of enough
neighbors. The magic number may have to be determined empirically for the
given study. Herlocker et al. (1999) have compared the performance of vari-
ous combinations of the correlation threshold and the best n neighborhood.
They found the best n method (with n = 20) provided the best performance
overall. Adding the feature of correlation threshold to the best n method does
not improve the performance of the best n method.
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14.2.2 Evaluation Metrics

Research in collaborative filtering evaluates the performance of each algo-
rithm in terms of three metrics: coverage, statistical accuracy, and decision-
support accuracy (Sarwar et al. 1998).

14.2.2.1 Coverage

Coverage measures the percentage of items for which a collaborative filtering
algorithm can provide predictions. Since we evaluate algorithms of collabora-
tive filtering, item predictions of an active user should be made using other
users’ ratings to be included in coverage counting. We do not expect 100%
coverage because none of the users may rate certain items or similarities can-
not be computed for some users who do not rate any items in common with
the active user. As mentioned, applying the method of correlation thresholds
or the best n correlates will reduce coverage.

14.2.2.2 Statistical Accuracy

Statistical accuracy measures the closeness between the predicted and the
actual rating. Various metrics including mean absolute error, root mean
squared error and Pearson correlation coefficient can be employed in mea-
suring statistical accuracy. For more discussions on statistical accuracy, see
Chapter 11.

14.2.2.3 Decision-Support Accuracy

Decision-support accuracy measures how effectively predictions enhance a
user’s ability to find items they like among the many choices in the full item
set. The user’s decision is a binary process in many instances. For example, a
moviegoer will or will not watch the movie, Matriz. An Internet shopper will
or will not purchase a book from Amazon. However, as shown in Table 14.1,
the input data and the corresponding predictions are rating scores from 1
to 5. Hence, we need to convert the predicted rating scores into the binary
variable (0/1). Suppose a moviegoer watches the movies scored greater than
or equal to 4. Items with predicted scores of 4 or 5 are converted into the rec-
ommendation (1). Otherwise, items are converted into the recommendation
(0). We study two important metrics for decision-support accuracy.

ROC Sensitivity

The concept of ROC (Receiver Operating Characteristic) curve originated in
the field of signal detection to measure the diagnostic power of a model (Swets
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Table 14.2 True event versus diagnosis — the basis for ROC curves (From Swets 1988)
Event

Positive Negative

Diagnosis Positive  True positive (a) False positive (b) a-+b
Negative False negative (¢) True negative (d) c+d
a+c b+d a+b+c+d—N

1988; see also Chapter 11). In order to understand this concept, let us take
a look at a two-by-two contingency table shown in Table 14.2. A diagnostic
system (or model) looks for a particular “signal” and ignores other events
called “noise.” The event is considered to be “positive” or “negative,” and
the diagnosis made is correspondingly positive or negative. There are two
ways in which diagnosis can be correct: “true-positive” and “true-negative”
in Table14.2. And there are two cases that diagnosis can be wrong: “false-
positive” and “false-negative.”

The true-positive proportion, a/(a + ¢), and the false-positive proportion,
b/(b+ d), captures all of the relevant information on accuracy of the model.
These two proportions are often called the proportion of “hits” and “false
alarms.”? A good diagnostic model will provide many hits with few false
alarms.

The ROC curve plots the proportion of hits versus false alarms for various
settings of the decision criterion (see Fig.14.1). Going back to the movie
recommendation example, assume we set the rating threshold very high, say
4.9. We recommend the movie if the predicted preference rating is higher
than 4.9. We do not recommend otherwise. Given the rating threshold, we
can prepare the two-by-two contingency table after going through the filtering
algorithm for the entire database. The proportions of hits and false alarms
from the table will become a point of the ROC curve for the model. Now we set
the rating threshold a bit lower, say 4.8. And plot a point of the ROC curve.
Changing the value of the rating threshold to 0 will complete the ROC curve.

Note an ROC curve is generated for a particular model as a function of a
critical decision criterion or parameter in the model, such as a cut-off. The
performance (or value) of the model is measured to be the area under the
ROC curve. The area varies from 0.5 to 1. The major diagonal in Fig.14.1
represents the case of the area equal to 0.5 when the proportions of hits and
false alarms are the same. Random assignment will lead to the area of 0.5.
On the other hand, a perfect model when the curve follows the left and upper
axes has the area of 1. There are no false alarms with 100% hits. The realistic
model lies in between. The area under the curve increases as the model can
increase more hits while reducing the number of false alarms.

1 The true positive proportion is also called “sensitivity” that is the probability of a ran-
domly selected positive event being evaluated as positive by the model. In addition, the
true negative proportion is often called specificity that is the probability of a randomly
selected negative event being evaluated as negative by the model. Note that the false
positive proportion is (1 — specificity).
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Fig. 14.1 The ROC curve (From Swets 1988).

PRC Sensitivity

Suppose that a movie prediction model recommends 100 titles and you like
50 of them, and another prediction model recommends 200 titles and you like
80 of them. Which movie prediction model is better? Researchers in infor-
mation retrieval have developed decision-support accuracy measures called
precision and recall to evaluate the model performance for cases as in this
example.

Recall is the same as the true-positive proportion or the proportion of
hits in the ROC (e.g., a/(a + ¢) in Table14.2). Precision is the number of
true-positives divided by the total number of positives diagnosed by the
model (e.g., a/(a+b) in Table 14.2). Hence, precision indicates how selective
the system is, and recall indicates how thorough it is in finding valuable
information (Salton and McGill 1983). For example, suppose that the total
number of movies in movie database a user will like is 500 (e.g., a+ ¢ = 500).
Suppose a model recommends 100 movies and the user likes 50 of them (e.g.,
a+b =100 and a = 50). Then b = 50 and ¢ = 450. Hence, the precision is
0.5 (=50/100) and the recall is 0.1 (= 50/500).

The PRC (precision-recall curve) plots recall versus precision for various
settings of the decision criterion. Similar to drawing the ROC curve, we
start with a very high rating threshold. Given the rating threshold, say 4.5,
we create the resulting two-by-two contingency table, calculate recall and
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Fig. 14.2 The PRC (precision-recall curve).

precision, and plot it on the PRC graph. Decreasing the value of rating
threshold gradually to zero, we can complete the locus of the PRC curve.

For a given level of recall, we would like the precision to be as high as
possible. Therefore, the performance (or value) of the model is measured as
the area under the PRC curve. Its shape is different from the ROC curve
because of the different z-axis, as shown in Fig. 14.2. The area varies from 0
to 1. A perfect model with the area of one will have 100% precision for all
recall values. The random selection will produce the horizontal line with its
height determined by the proportion of actual positives in the entire samples.
The area under the curve increases as the model can increase the precision
for a given recall.

14.3 Model-Based Methods

Memory-based collaborative filtering has been widely used in practice be-
cause it is easy to implement. However, memory-based methods have several
limitations (Ansari et al. 2000; Sarwar et al. 2001). First, when data are
sparse, predictive accuracy becomes very poor. Many e-commerce sites such
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as Amazon.com carry a large number of products. Even heavy users in these
sites may have purchased well under 1% of the products. Because of low cover-
age, similarities (or correlations) between users are unreliable, and sometimes
cannot be computed. Second, memory-based methods require computations
that grow with both the number of customers and the number of products.
They will suffer serious scalability problem with millions of customers and/or
products. Model-based methods attempt to overcome these limitations of
memory-based methods.

14.3.1 The Cluster Model

Cluster models treat the recommendation problem as a classification task,
and identify groups consisting of users who appear to have similar prefer-
ences (Tacobucci et al. 2000). The segments are created using a clustering
algorithm in which the number of clustering variables is equal to the number
of items. When the number of items is too large, it is often recommended
to use only items that are rated (or purchased) by a minimum number of
users (or buyers). Once the segments are determined, cluster models assign a
target user to the segment containing the most similar users. Some clustering
algorithms classify the target user into multiple segments and calculate the
strength of each segment membership. Then the predicted preference for the
target user can be made by averaging the preferences of the other users in
the segment.

Cluster models overcome the scalability problem of memory-based meth-
ods because they compare the target user to a small number of segments
rather than the entire customer base. However, cluster models provide less
personal recommendations than memory-based methods. Hence, the quality
of their predictions is often poor (Sarwar et al. 2001; Linden et al. 2003). Clus-
ter models overcome the scalability problem by grouping numerous users into
a small number of segments and treating all customers in the given segment
as the same in predictions. Increasing the number of segments may improve
the quality of prediction, but then the scalability problem comes in.

14.3.2 Item-Based Collaborative Filtering

Unlike the memory-based collaborative filtering method that matches the
target user to similar users, item-based methods consider a set of items that
the target user has rated, calculate how similar they are to the target item,
and then combine those similar items into the prediction (Sarwar et al. 2001;
Linden et al. 2003). That is, item-based methods proceed in two steps: item
similarity computation and prediction computation.
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The most critical step in item-based methods is to compute the similarity
between items and select the most similar items to the target item. The
similarity between item ¢ and j (s; ;) is calculated over the users who have
rated both items. For the data provided in Table 14.1, item-based methods
compute the similarity between movies (or columns) while memory-based
methods compute the similarity between users (or rows). There are several
ways to measure the similarity between items. Here we present two most
popular metrics: the Pearson correlation coefficient and the cosine vector
similarity.
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In Equation 14.6a, U indicates the set of users who both rated item ¢ and 7,
Ty,i 1S the rating of user u on item ¢ and 7; is the mean rating of item i over
users u € U. In Equation 14.6b,
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Once the similarity computations between items are completed, then the
predicted rating of item j for a target user uw is given by the weighted
sum of ratings provided by the user on the items similar to the item j.
And similarities between items ¢ and j (s; ;) will measured by the Pearson
correlation coefficient or the cosine vector similarity. That is, the predicted
rating of item j for a target user u (7, ;) can be written as

I
/ﬁu»j =Ty + Z Wi, 5 (ru,i - Fu) (147)
i=1

In Equation 14.7, 7, is a target user u’s average rating across all I products
he or she has rated, and w;; = s;;/|>; si ;| is the weighted similarity of
item 7 and item j. As a result, the user will receive a high prediction for item
j if the other items the user has rated tend to have high predictions and be
positively correlated with item j. In addition, similarities are scaled (e.g.,
w; ;) by the absolute sum of the similarities to make sure that the predicted
rating is within the predefined range.

Sarwar et al. (2001) showed that item-based methods provided better
quality prediction than the memory-based algorithm across all sparsity lev-
els even though the difference was not significantly large. In addition, since
the item-similarity matrix is fairly static and can be created offline, their
online recommendation is fast even for extremely large data sets. Their
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online speed of prediction does not depend on the total number of users,
but depends only on how many items the target user has rated. In sum,
item-based methods partially overcome the two challenging problems (data
sparsity and scalability) that memory-based methods often face in online
applications.

14.3.3 A Bayesian Mixture Model by
Chien and George (1999)

Chien and George (1999) were the first to propose a model-based ap-
proach based on a Bayesian mixture model. They pointed out a limitation
of memory-based methods that occurs when the number of co-rated items
from a pair of users is very small (e.g., problem of sparse data). This can
lead to high (but unreliable) similarity scores based on an extremely small
number of co-rated items. Significance weighting schemes discussed earlier
may alleviate this problem somewhat, but it is still heuristic. In addition,
memory-based methods are not based on a statistical model so that we
cannot statistically evaluate the uncertainty associated with the predicted
values.

A Bayesian mixture model assumes that users who tend to give similar
ratings can be modeled as having the same ratings probability distribution.
That is, users can be partitioned into subgroups which are identified by com-
mon probability structure for the ratings. The prediction of a missing rating
is based on the posterior distribution of the groupings and associated ratings
probabilities. Markov Chain Monte Carlo (MCMC) methods with a hybrid
search algorithm are used to estimate parameters and obtain predictions of
the missing ratings. Chien and George (1999) show that their model outper-
forms memory-based methods both on two simulated data sets and a real
data. We do not describe their model in detail here because a hierarchical
Bayesian model in the next section overlaps with their model and is more
practical.

14.3.4 A Hierarchical Bayesian Approach
by Ansari et al. (2000)

Ansari et al. (2000) propose an effective hierarchical Bayesian model to pre-
dict missing ratings. They adopt a regression-based approach and model
customer (or user) ratings as a function of product (or item) attributes,
customer characteristics, and expert evaluations. Their model also accounts
for unobserved sources of heterogeneity in customer preferences and prod-
uct appeal structures. Specifically, customer i’s rating on product j can be
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written as
/ / /
Tij = X0 + Z;Y; + Wj)\i + €45

2 (14.8)
eij ~ N(0,0%),A; ~ N(0,A), v; ~ N(0,T)

In Equation 14.8, the vector x;; contains all observed product attributes,
customer characteristics, and their interactions. The vector z; contains
customer characteristics for customer ¢ and the vector w; represents
product attributes for product j. The random effects A; account for unob-
served sources of customer heterogeneity and appear in the model interac-
tively with the observed product attributes. Similarly, the random effects
Y, represent unobserved sources of product attributes and appear in the
model interactively with the observed customer characteristics. The variance-
covariance matrices A and I' provide the information about the extent of
unobserved heterogeneity in customer characteristics and product attributes,
respectively.

Ansari et al. (2000) applied their model to the EachMovie data, which
is a popular movie rating database frequently used by collaborative filter-
ing researchers. Model parameters are estimated by Markov Chain Monte
Carlo. Their estimation results provided several interesting findings. First,
they compare the full model in Equation 14.8, the model with customer het-
erogeneity only, the model with product heterogeneity, and the model with-
out any heterogeneity at all. The full model outperforms all the other models
on various comparison criteria. They conclude that it is important to con-
sider both customer and product heterogeneity. In addition, accounting for
customer heterogeneity is more important than accounting for product het-
erogeneity. Second, they compared their hierarchical Bayesian model with
memory-based methods and showed that their model is substantially better
in rating predictions.

The main contribution of Ansari et al.’s method in collaborative filter-
ing research is to adopt a statistically formal approach. Unlike the memory-
based approach, their model can provide information on how accurate their
rating predictions are from the corresponding posterior distribution. In ad-
dition, their model can be used even when rating or preference data for an
item does not exist. For example, it can provide the predicted ratings for
a new movie, given data on its attributes and the characteristics of cus-
tomers (z, z, and w in Equation 14.8). Their model also has some advantages
over Chien and George’s Bayesian mixture approach. Ansari et al.’s model
explicitly incorporates explanatory variables (e.g., customer characteristics
and item attributes) so that it can explain why customers like or dislike
a product. Finally, Chien and George’s Bayesian mixture assumes that all
customers in a given segment have the same preference structure. This as-
sumption can be restrictive in practice, and a large number of parameters are
required to be estimated. On the other hand, Ansari et al.’s model employs
continuous heterogeneity so that each customer has his/her unique set of
preferences.
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14.4 Current Issues in Collaborative Filtering

For the last 10 years, a number of researchers have improved the algorithm
of collaborative filtering significantly. In addition, it has been commercially
incorporated in several web sites for many years now. However, we still have
a number of practical and theoretical issues to be resolved.

14.4.1 Combining Content-Based Information
Filtering with Collaborative Filtering

As shown, collaborative filtering is designed to solve the problem of making
accurate and efficient recommendations, that is, it is a recommendation “en-
gine.” There is an alternative method to approach the same problem: content-
based information filtering. Each method has its advantages and disadvan-
tages. This section will briefly study the content-based information filtering
and introduce recently developed techniques combining it with collaborative
filtering.

14.4.1.1 Content-Based Information Filtering

Content-based information filtering recommends items for users by analyzing
the content of items that they liked in the past (Balabanovic and Shoham
1997). Its underlying assumption is that the content of an item is what de-
termines the user’s preference (Balabanovic 1997). We predict the item pref-
erences of an active user from the observed preferences from other users in
collaborative filtering. In contrast, content-based filtering does not use the
preferences of other users. Instead, its prediction is solely based on the con-
tent of an item and the historical preference of the active user.?

Content-based methods have been widely used. E-mail filtering software
sorts e-mail into categories according to the sender and content of the ti-
tle. New-product notification services advertise a new book or album by the
user’s favorite author or artist (Schafer et al. 1999). Search engines such as
Yahoo recommend relevant documents on the basis of user-supplied keywords
(Ansari et al. 2000).

To show the main idea of the content-based filtering, let us define an item
as a vector X = (x1,...,2x) where each element x; is the content or the
attribute of the item. For example, an item can be a movie Matriz and its

2 The hierarchical Bayesian approach by Ansari et al. (2000) models customer ratings
as a function of product (or item) attributes. Hence, it can be considered as content-
based methods. However, customer ratings in their model not only depend on product
attributes but also customer characteristics and expert evaluations. It is a hybrid method
to combine content-based methods and collaborative filtering.
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contents may be its genre, its main actor/actress, its director, etc. An active
user has evaluated a set of items so that we observe their preference ratings
with their content information. For each user, the set of evaluated items will
be used as the estimation sample for the content-based filtering. That is, we
run a regression model r = f(x1,...,2k) for each user where r is the item
ratings. Once the model is estimated, we predict the preference ratings of
missing items for the active user.

14.4.1.2 Combining Techniques

Content-based filtering is an effective recommendation tool for new items
where rating information from other users does not exist. However, it also
has several limitations (Sarwar et al. 1998; Good et al. 1999). First, it often
provides bad recommendations since it only considers the pre-specified con-
tent of items. If two items have the same content, it will predict them to have
the identical ratings. Second, it tends to restrict the scope of the recommen-
dation to the similar items that consumers have already rated (Balabanovic
and Shoham 1997).

In contrast, collaborative filtering overcomes the limitations of the content-
based filtering by enabling consumers to share their opinions and experiences
on items (Herlocker et al. 1999). It recommends items that similar consumers
have liked. It automates the process of word-of-mouth communication among
consumers. However, it also has its own limitations. First, collaborative fil-
tering does not work very well when the number of evaluators/users is small
relative to the volume of information in the system. That is, it is difficult to
find similar users in predicting ratings for some unpopular items. Second, it
has an early rater problem that occurs when a new product/item appears in
the database. Note that the collaborative filtering cannot provide the predic-
tive ratings for a new product until some consumers have evaluated it.

Recognizing that the content-based and the collaborative filtering systems
both have their advantages and disadvantages in recommending products, re-
searchers have recently attempted to develop a hybrid model to combine these
two approaches (Balabanovic 1997; Balabanovic and Shoham 1997; Basu et
al. 1998; Sarwar et al. 1998; Good et al. 1999; Herlocker et al. 1999; Kim and
Kim 2001). Claiming that their models take advantage of the collaborative
filtering approach without losing the benefit of the content-based approach,
they have shown that their models performed better than the individual ap-
proach. We describe the hybrid model by Kim and Kim (2001).

14.4.1.3 Hybrid Model by Kim and Kim (2001)

Taking a statistically more formal approach than the other combining meth-
ods, Kim and Kim (2001) have developed a hybrid recommender system that
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combines the content-based and the collaborative filtering systems. Their
point of departure is first to extract the content component of products/items
by employing a regression and then to apply the collaborative filtering to the
consumer’s preference unexplained by this (content-based) regression. Specif-
ically, the authors apply a simple regression to extract item attributes and
then adjust upward or downward based on whether similar users have positive
or negative errors associated with the regression-based prediction.

The Algorithm

The algorithm consists of six major steps. First, the system needs to deter-
mine a set of content features to characterize products/items. For the movie-
goer example, key features may include the genre of the movie, the director,
the producer, the main actors/actresses and so on.

The second step is to identify the relationship between item features and
preference ratings. They use a simple regression applied to each user.

Taj = Boa + PraXiaj + - - + BaiXKaj + €aj (14.9)

where 7,; is the preference rating of the active user a for item j, K is the
number of specified features and Xi,; is the value of the 15 feature for prod-
uct j evaluated by the active user a. The parameters to be estimated (or
(4’s) in the Equation 14.9 measure how important each feature is in deter-
mining the preference of the user. Upon estimation, the model can predict
the active user a’s preference on items not yet evaluated. For the moviegoer
example in Table 14.1, we would apply the regression with Amy’s observed
movie preferences as a dependent variable and the corresponding movie fea-
tures as independent variables. Given the features of Movie 3, the estimation
model would be used to predict Amy’s rating for Movie 3 that is not rated.

Steps 1 and 2 are nothing but a version of content-based filtering. Only the
contents of items are utilized to predict the preferences of a user. Content-
based filtering cannot explain anything beyond item features. For example, a
user may provide different ratings for the two movies with identical features.
Many other factors than the specified item features will influence the prefer-
ence ratings. The unexplained portion of user ratings will be modeled in the
following steps.

Steps 3 and 4 are required to derive the matrix of prediction errors. The
prediction error (e,; = r4; — Tq;) is the difference between the actual pref-
erence and the predicted preference for user a, movie j. In other words, the
prediction errors are the residuals in regression model or the preferences un-
explained by the model. It is required to calculate the predicted ratings for
both observed and missing items. But the prediction errors for missing items
cannot be calculated. Hence, the data matrix of prediction errors consists of
a series of prediction errors with a set of missing values.
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Step 5 is to apply the collaborative filtering technique to the prediction
error matrix. Kim and Kim (2001) have employed a typical neighborhood-
based algorithm to calculate the values for missing cells. Hence, the predicted
rating of an active user ¢t on product j (e ;) can be calculated as

€a,j = E€a + T Z Sq,i(€ij —Ei) (14.10)
i=1

where and n is the number of users in the prediction error matrix who have
evaluated the item j. The weight s, ; is the (error) similarity between user i
and the active user a. And 7 is a normalizing factor such that the absolute
values of the weights sum to one.

The final step is to sum the outputs from the third step and the fifth step.
For the missing cells, the content-based filtering in step 3 provides 7,; while
the collaborative filtering in step 5 produces e, ;. The predicted rating of item
j for the active user a is the sum of these two numbers. Summarizing the
algorithm,3

STEP 1: Determine a set of content features characterizing items.
STEP 2: Fit the (features) regression for each user.

STEP 3: Calculate the fitted preferences for all users and all items.
STEP 4: Derive a matrix of prediction errors.

STEP 5: Apply the collaborative filtering into the error matrix.
STEP 6: Sum the output from STEP 3 and STEP 5.

Performance of the Model

Kim and Kim’s hybrid model is applied to the movie rating data. Four other
competing models are also applied to the data. The baseline model that pre-
dicts the rating for each movie as the mean rating across users will benchmark
the performance of the other personalized recommender systems. The second
model is a content-based filtering method where the genres of the movie are
used as the contents of the movie/item. A dummy variable is created for
each of the ten genre variables including comedy, drama, action, art/foreign,
classic, animation, family, romance, horror and thriller. A movie can be si-
multaneously classified into more than one of these genres. For each user,
actual movie ratings are regressed on these ten genre dummies. The third is
a collaborative filtering model using the neighborhood-based algorithm with
similarities between users measured by Pearson correlation coefficients. In
addition, twenty co-rated items are used as the cutoff for significance weight-
ing, and the users with less than 0.01 correlations are not included as a set
of neighborhood.

3 A hybrid model by Kim and Kim (2001) has a same objective as a hierarchical Bayesian
approach by Ansari et al. (2000) in combining content-based methods and collaborative
filtering. Ansari et al.’s approach is statistically more rigorous. However, it is much
easier to implement Kim and Kim’s method.
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Table 14.3 Predictive accuracy of various recommender models (From Kim and Kim
2001)

Type of Model MAE ROC
Baseline model 0.2238 0.7398
Content-based filtering 0.2103 0.7640
Collaborative filtering 0.1955 0.8058
Model by Kim and Kim (2001) 0.1832 0.8328

Table 14.3 shows the prediction accuracy for five models in the validation
sample. Two performance measures are employed: the MAE and the ROC
sensitivity measure. As expected, models incorporating some personalized
components outperform the (aggregate) baseline model with respect to both
MAE and ROC. In addition, the hybrid model is shown to outperform all
other models for both prediction measures. With respect to the ROC, the
hybrid model improves the predictive performance of the content-based and
the collaborative filtering by 6.8% and 2.6%, respectively.

14.4.2 Implicit Ratings

So far we have limited our attention to case where we have preference rating
data explicitly expressed by users on a discrete numerical scale. In the real
world, however, explicit rating information is not always available. Often
the data available are behavioral measures such as the user’s web-browsing
pattern, purchase history and so on. These data provide implicit ratings
of products. GroupLens research shows that predictions based on reading
time are nearly as accurate as predictions based on explicit numerical ratings
in the news article recommendation (Konstan et al. 1997). However, Mild
and Reutterer (2001) applied various versions of memory-based methods to
actual purchase choices and found poor predictive performance. Considering
its practical importance, the research on implicit ratings is relatively rare.

It is not obvious how to develop an implicit score from customers’ purchase
histories. One cannot simply assign one for an item purchased and zero for
an item not purchased. A purchase of an item may imply that customer likes
it.* But if an item has not been purchased, this might mean the customer
dislikes it or the customer does not know its availability, or something else.
Moreover, technically speaking, we cannot apply collaborative filtering to the
data filled with either 1 or 0. You need 1’s and 0’s with missing cells that
will be predicted.®

4 Even this is debatable because purchase does not always imply the consumer liked the
product. CDNOW allows customers later to go back and say “own it but dislike it”
(Schafer et al. 1999).

5 Sarwar et al. (2000) suggest that the frequency of purchases instead of purchase indicator
(e.g., one) can be used for repeat purchase products.
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An easy way of overcoming the problem is to use the default voting
(Breese et al. 1998). The idea has been developed out of the observation
that, when users only rate a small number of items, the correlation algorithm
and neighbor-based collaborative filtering will not work well because it uses
only ratings of the items both users have rated. The authors suggest that
some default rating value is assigned for not-rated items such that the corre-
lation is calculated over the union of the rated items. They also suggest that
the same default value is assigned for some additional items k that neither
user has rated. However, Breese et al. (1998) did not provide any justification
on why some not-rated items should get default ratings and others should
not. More research is definitely required.

Alternatively, Mild and Reutterer (2003) propose using the Jaccard or
Tanimoto coefficient as the similarity measure to overcome the limited vari-
ance in similarities constructed for very sparse binary purchase data. The
Tanimoto similarity between two users a and i (sq,;) is defined as

the number of items that both users purchased

Sai = the number of items that either user a or user ¢ purchased
That is, the Tanimoto similarity ignores the number of coinciding non-chosen
items. Mild and Reutterer (2003) show that the Tanimoto similarity outper-
forms traditional similarity measures in the case of extremely asymmetric
distributed or sparse data vectors (e.g., many zeros).

Another approach would be to calculate simple correlations between 0 and
1 data for the similarity measure for item-based collaborative filtering as in
Sect. 14.3.2, Equation 14.7. That is, for each pair of items, we would calcu-
late the correlation across users between 0 and 1 data of whether or not they
purchased the product. That would provide the correlation needed in Equa-
tion 14.7. We would interpret a high correlation as meaning that customers
who buy one product tend to buy the other. So if the active customer has
purchased products that correlate positively with Product A, we would pre-
dict that the customer would be interested in purchasing Product A. This
of course is a simple, brute force approach that avoids the fact that we do
not know how to interpret the 0’s and 1’s (see Iacobucci et al. (2000) for a
criticism of the use of correlations between 0 and 1 variables), but is worthy
of future research because in all likelihood, the customer who has purchased
a specific product tends to like it. Using this theme in an item-based col-
laborative filtering system would essentially just be an extension of market
basket analysis (see Chapter 13), which looks at conditional probabilities of
purchasing one product, given another product has been purchased. This is
similar conceptually to the correlation that would be used in the item-based
collaborative filtering system based on 0-1 data.

We may be able to increase the quality of data considerably by collecting
implicit data that imply negative user preference. For example, information
on returned products may indicate negative preference (Schafer et al. 1999).
Or customer complaints on products/services can be incorporated. However,
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a really complex question on implicit negative preference may be how to
code/rate them. If 1 is for purchase and 0 for non-purchase, then what number
should be assigned to the implicit negative preference such as the product
return? Without any theoretical development, researchers have empirically
searched for the optimal value leading to the best prediction performance.
The better approach may be to construct the unobserved distribution of
customer preference on the product.

Another issue on implicit ratings is how to combine the explicit and the
implicit rating. We might first derive the implicit preference ratings from
purchase histories. The rating database will be revised once the explicit rating
information is available. For example, Amazon.com users sometimes provide
explicit ratings on books they bought. It is an interesting future research
agenda to develop a concrete method of initializing ratings with implicit
rating information and updating them with explicit rating information.

14.4.83 Selection Bias

Most collaborative filtering algorithms assume that the missing data is gen-
erated randomly. However, customers can evaluate only products that they
have purchased. Or the set of movies rated by a moviegoer may be movies
that she tends to like. We do not know all possible causes of the missing
data pattern, but we know that most data employed in collaborative filtering
research has non-ignorable missing data pattern.

If the missing evaluations are missing at random, we can safely assume that
the missing data does not have any informational value in rating predictions.
That is, the fact that the evaluation is missing does not depend on the value
of that evaluation, when the missing evaluations are missing at random (Ying
et al. 2006). But this assumption may be too restrictive in practice. Some
customers do not provide ratings simply because they have not purchased
the product in question. And the reason why they did not purchase the
product may be that they did not like it. Failing to incorporate missing-data
mechanism can lead to biased estimates unless the missing data is generated
completely at random (Little and Rubin 1987). That is, our rating predictions
can be suboptimal if we ignore missing-data mechanism.

Ying et al. (2006) account for non-random missing data by proposing a
joint model for the latent processes underlying selection and prediction. In
their model, the fact that a product is “selected” for evaluation influences
the predicted rating of the product. More specifically, their selection and
prediction model can be written as

Us = ﬂsXs + &5

Up = BpXp +¢p (14.11)
(Esvgp) ~ N(0707 11 1;/))
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Similar to Ansari et al. (2000), they view product evaluations (or recommen-
dations) as a target customer’s latent consumption utility. In Equation 14.11,
the subscript s indicates the selection component while the subscript p in-
dicates the prediction component. And X represents all covariates such as
product or customer characteristics.

The selection equation in Equation 14.11 is the key to incorporate non-
random missing data mechanism. The latent value U, can be translated into
the observed quantity by assuming that P(Yy; = 1) = P(0 < U,) where
Y, is the 0/1 indicator representing whether the product is evaluated (see
Chapter 11 for more discussion of selection models). The correlation p, rep-
resenting the correlation between the error terms, is allowed to vary across
customers captures the interrelation between the selection and the prediction
processes.

We can interpret Equation 14.11 as a two-step rating process even though
Ying et al. did not make any assumptions on temporal ordering of these
two processes. First, a customer will make a decision on whether the item
is evaluated (or purchased) according to the selection model. And then if
the selection decision is affirmative, s/he will make the rating decision. If we
ignore the selection model, the expected value for the prediction utility should
be E(U,) = 8,X,. When the selection process is considered, it will change.
For example, suppose that a customer has decided to evaluate (e.g., rating is
not missing). Then the expected value for the prediction utility should be

E(UP|Us > 0) = ﬂ;DXP + p(b(ﬂsXs)/(I’(ﬂsXs) (14'12)

where ¢(-) and ®(-) are the density function and distribution function of
the standard normal evaluated at 3 Xs. That is, incorporating the selection
process changes the expected value for the prediction utility. It is also in-
teresting to note the role of the correlation p. If the selection process is not
correlated with the prediction process (e.g., p = 0), the expected value for
the prediction utility in Equation 14.12 becomes (3,X, that is the same as
the expected value without the selection model.

Applying their model into the EachMovie data, Ying et al. (2006) found
that the correlation p is significantly different from zero. Hence, the missing-
data generation process is not random. In addition, the inclusion of the se-
lection model clearly improves the prediction accuracy for the item ratings.

14.4.4 Recommendations Across Categories

Current recommendation systems are designed to recommend a set of items
from a single product category, whether their algorithms are based on collabo-
rative filter, content-based filtering, or combining approach. For example, the
recommendation system may select ten movies among thousands of movie ti-
tles. An interesting marketing issue may be the possibility of predicting item
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preference in one category based on the preference information from other
product categories. For example, consider an Internet store selling books and
CDs that attempts to develop a recommender system. One can construct two
separate recommendation engines, one of book customers and the other for
CD customers. This approach is somewhat limited in utilizing cross-category
information. Alternatively, ignoring category differences and treating all
items from books and CDs homogeneously, one may develop one recommen-
dation system. Even though this approach maximizes the use of customer
purchase information, it may lead to the prediction bias resulting from mix-
ing apples and oranges. Finally, we can think of a method somewhere between
these two extreme approaches. Acknowledging category differences, we can
still use cross-category purchase information in predicting customer behavior.

One way of incorporating the category effect is to weight ratings differ-
ently in calculating similarities between customers and mean ratings. For
example, suppose there are two categories, books and CDs. When we predict
the preference ratings of books, we multiply the ratings of CDs by a factor
« and apply the collaborative filtering algorithm. If « is equal to zero, then
the approach becomes two separate recommendation engines. On the other
hand, if « is equal to one, it becomes the approach of ignoring cross-category
effects. If a is somewhere between, we are assuming that the importance of
CD purchase information is a times as much as that of book purchase in-
formation in predicting the preference rating of books. Similarly, when we
predict the preference ratings of CDs, we multiply the ratings of books by a
factor § and apply the collaborative filtering algorithm. That is, we can al-
low for any asymmetric effect in providing information. That is, the purchase
information on books may be valuable in predicting purchase preferences of
the same customer for CDs. At the same time, the purchase information on
CDs may not be very useful in predicting purchase preferences for books.

How do we determine the values of o and 37 A simple approach may be
to determine empirically. That is, try every possible value from 0 to 1, and
choose the ones that would provide the best prediction performance.



Chapter 15

Discrete Dependent Variables and
Duration Models

Abstract Probably the most common statistical technique in predictive
modeling is the binary response, or logistic regression, model. This model
is designed to predict either/or behavior such as “Will the customer buy?”
or “Will the customer churn?” We discuss logistic regression and other dis-
crete models such as discriminant analysis, multinomial logit, and count data
methods. Duration models, the second part of this chapter, model the timing
for an event to occur. One form of duration model, the hazard model, is par-
ticularly important because it can be used to predict how long the customer
will remain as a current customer. It can also predict how long it will take
before the customer decides to make another purchase, switch to an upgrade,
etc. We discuss hazard models in depth.

Many database marketing phenomena we want to model are discrete. For
example, consider predicting the brand of car a customer will choose in an
upcoming car purchase. Or consider predicting which customers will respond
to a direct mail offer. The brand choice or the response to the offer may be
modeled to be a function of customer’s demographic and purchase behavioral
characteristics. However, the dependent variable is categorical (i.e., an iden-
tification of a brand or a response indicator). These are discrete dependent
variables.

This chapter will discuss various statistical models that are designed to
analyze discrete or what are also called qualitative dependent variables. We
start with models for a binary response including the linear probability model,
logit model (or logistic regression), probit model and discriminant analysis.
In the next section, we introduce models for multinomial response that gen-
eralize the binary response models. Next, we briefly study models specially
designed for count data, followed by the tobit model or censored regression.
Finally, we discuss hazard models appropriate for analyzing duration data.
The hazard model analyzes the time until an event occurs, so has both dis-
crete and continuous aspects.

377
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15.1 Binary Response Model

The dependent variable for the binary response model can take two
different values. For example, a consumer responds to the promotional event
(Y = 1) or will not (Y = 0). Or a customer purchases the firm’s brand of
car (Y = 1) or a competitor’s brand (Y = 0). The specific values (0/1) as-
signed to each outcome of the dependent variable are arbitrary since all that
matters is that we have a code for knowing which values of Y correspond
to which outcomes. So we can assign Y = 0 for the response to the promo-
tional event and Y = 1 for the non-response. Or it can be Y = “Yes” for the
response and Y = “No” for the non-response.

In order to clarify the following discussion, consider a credit scoring model
that has become a standard application for financial institutions deciding
whether to grant credit to customers. The goal of the credit scoring model
is to automate the credit-granting decision process by predicting the default
probability for each credit applicant. The consumer’s future response will be
either default (Y = 1) or not default (Y = 0). Typically a customer’s default
behavior/response is modeled to be a function of her demographic and credit-
related behavioral characteristics with a number of macro economic variables.

15.1.1 Linear Probability Model

Our goal is to model the default behavior of customer i. Let Y; to be the
default indicator variable for customer ¢ that is assumed to be randomly
drawn from a Bernoulli distribution with a mean of p;. Hence, the probability
that Y; equals 1 is p; while the probability that it equals 0 is 1 — p;. That is,

 [LPY=1)=p
Yi= {o, PY,=0)=1-p, (15.1)

Our dependent variable Y; will have a relationship with a set of independent
variables by assuming that p; is a function of the set of independent variables.
That is, we assume that p; = F(B'X;) where X; is a vector of independent
variables for customer i (e.g., customer’s credit-related variables) and f is a
corresponding parameter vector. Then E(Y;) = (1)(p;) + (0)(1 — p;) = p; =
F(B'X;).

The key issue in a binary response model is the specification of the link
function F'. The simplest is to assume that F is linear, p; = F(B'X;) = B'X,.
Now since E(Y;|X;) = B'X;, we can derive the following linear probability
model.

Y;- = lez +&; (152)

where ¢; is the error term of customer i. A linear probability model is a
traditional regression model with a binary dependent variable Y; and a set
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of independent variables X,;. Consistent with the assumption for a classical
linear regression, the expected value of the error term is 0, which can be seen
in the following calculation:

E(g;) = B(Y; = B'X;) = pi(1 — B'X;) + (1 — pi) (0 — B'Xy)
=pi — piB'Xi — B'X; + pif'X;
=pi — B'X;
=0

However, there are a number of shortcomings to the linear probability model.
First, the error term in Equation 15.2 will violate the homoscedasticity as-
sumption of classical linear regression model since Y; is a binary discrete
variable. Noting that ; can only take two values, 1 — B’'X; with probability
of p; and —B’'X; with probability 1 — p;, we compute the variance of the error
term as:

Var(e;) = E(€?) = pi(1 — B'X)? 4+ (1 — pi) (—B'X:)? = B'Xi(1 — B'X,)?

That is, the variance is not homoscedastic, but varies with the values of inde-
pendent variables. The second problem associated with the linear probability
model is more serious. We refer to it as the “unit interval” problem. Since p;
is the probability that Y:i/ = 1, its value should be bounded from 0 to 1. The
predicted value of p; =  X; in the linear probability model is not guaranteed
to be within the [0, 1] range. As a result, predictions can be impossible to
interpret as probabilities. In addition, the heteroscedasticity, if not corrected
for, can increase prediction error. Because of these shortcomings, the linear
probability model is becoming less frequently used in database marketing
even though it is computationally simple to use.

Several researchers have discussed ways of overcoming the shortcomings
of linear probability models (Judge et al. 1985; Greene 1997). For example,
Goldberger (1964) suggested correcting the heteroscedasticity problem by
employing GLS (generalized least squares) estimation. Judge et al. (1985)
proposed an inequality-restricted least squares approach to overcome the unit
interval problem, however their remedies are sample-dependent.

15.1.2 Binary Logit (or Logistic Regression) and
Probit Models

A direct way to remedy the unit interval problem is to find a link function that
satisfies the [0, 1] constraint on p;. One such function is a cumulative density
function. The value of p; = F(B'X;) or the probability of ¥; = 1 approaches
to 1 as the value of B'X; goes to the plus infinity while it approaches to 0
as the value of B'X; goes to the minus infinity (see Fig.15.1). Even though
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F(ﬂ’1Xi)

BX;

Fig. 15.1 Using a cumulative distribution function as the link function for a binary
response model.

any cumulative distribution functions have this property, the following two
cumulative density functions are most frequently used.

/X)

Logistic cdf: F(B'X,)— _“PBXi) 15.

ogistic ¢ (B'X,) T exp(ﬁ'Xi) T exp(f{S/Xi) (15.3a)
B'X;

Standard normal cdf: F(B'X;) = / B(1)dt = B(B'X,) (15.3h)

where ¢(-) is the density of a standard normal distribution and ®(-) is the
corresponding cumulative density. The model is called a binary logit or logis-
tic regression model when the link function F' is logistic, and a probit model
when F is the standard normal. The shape of the logistic distribution is very
similar to that of the normal distribution except in the tails, which are heav-
ier (Greene 1997). Hence, its estimation results are also similar. It is difficult
to show that the logistic is better (or worse) than the standard cumulative
normal on theoretical grounds. However, the binary logit model may be more
frequently used because of its mathematical convenience — once the logistic
regression has been estimated, Equation 15.3a provides a convenient formula
for calculating predicted probabilities. In contrast, the probit model requires
a table look-up of the normal distribution to calculate predicted probabilities,
as shown in Equation 15.3b.

The binary logit and probit models are estimated using the method of
maximum likelihood. Each observation is treated as an independent random
draw from the identical Bernoulli distribution. Hence, the joint probability
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or the likelihood function of the binary response model with the sample size
of n can be written as

L= [T X - Ferx (15.4)

The estimation of the parameter vector (3 involves finding a set of parameters
to maximize the likelihood function, Equation 15.4. It is difficult to derive an
analytical solution for 3 because the likelihood function (except in the case
of the linear probability model) is highly nonlinear. Therefore, the estimates
B are found through an iterative search using Newton’s BHHH method for
the logit or probit model (Berndt et al. 1974).

Let us provide a simple example of the logistic regression model applied
to credit scoring. Again our objective is to predict the prospect’s default
probability. For illustration, we assume that a customer’s default likelihood is
a function of her or his annual income and marital status, even though there
are several other variables related to the default behavior. Annual income
21 (measured in $1,000) is a continuous variable while marital status s
is defined to be categorical (zo = 1 if the customer is single, divorced, or
separated, and x5 = 0 otherwise). The logistic regression model is applied to
a sample of current customers whose default behaviors have been observed.
We code Y; = 1 if customer ¢ defaults and Y; = 0 if not. The following
equation summarizes the estimation result.

0.5—0.01z1+1.122 1
P(Yi=1)=—

1+ ¢05—0.00z1+1.022 | 4 o—(0.5-0.01z1+1.125) (15.5)

Equation 15.5 indicates that there is a negative relationship between income
(1) and default likelihood. A customer with higher income will have the lower
chance of default. On the other hand, there is a positive relationship between
marital status and the default probability. A customer who is single, divorced,
or separated will have the higher probability of default. More specifically, the
single customer with the income of $40,000 (z1 = 40 and x5 = 1) is predicted
to have a default probability of 0.08 while the married customer with the same
income (1 = 40 and x2 = 0) is predicted to have 0.03 probability of default.
Hence, the marginal effect of the marital status x2 (at 1 = 40) is 0.05. This
is the difference in default probabilities between a married customer and a
single, divorced, or separated customer.

An intuitive way to interpret an individual logit parameter (3) is to con-
sider the “odds ratio”. First, the odds of a yes response (Y; = 1) is de-
fined to be P(Y; = 1)/P(Y; = 0), i.e., the likelihood of the event happening
relative to not happening. For example, an odds of “3”, also known as “3
to 1 odds,” means that the likelihood of defaulting is three times greater
than the likelihood of not defaulting. Second, the odds ratio is the ratio of
the odds when the independent variable equals X; 4+ 1 divided by the odds
when the independent variable equals X;. Hence the odds ratio shows by
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what factor the odds change when the independent variable increases by one
unit.

It can be shown using simple algebra that for logistic regression, the odds
ratio equals exp() — the exponentiation of a logistic regression parameter
tells us the factor by which the odds change per unit change in the corre-
sponding independent variable. For example, the coefficient for marital status
in Equation 15.5 is 8 = 1.1. Since exp(1.1) = 3, this tells us that the odds of
defaulting change by a factor of 3, which means an increase of 200%, if the
customer is single, devorced, or separated (zo = 1) versus married (x2 = 0).
The coefficient for income is § = —0.01. Since exp(—0.01) = 0.99, that means
that the odds of defaulting change by a factor of 0.99, which means a decrease
by 1% ((1 — 0.99) x 100% = —1%) per $1,000 increase in income.

In order to compare the impact of variables measured in different units,
we can calculate the change in the odds per standard deviation change in
the independent variable. Let ¢ = the standard deviations of the indendent
variable of interest, then the odds ratio per standard deviation change can
be shown to equal exp(So). Hence if the standard deviation of income in our
data is $15,000, we have exp(—0.01 x 15) = 0.86, so a standard deviation
increase in income on the odds of defaulting decreases the odds of defaulting
by 14% ((1 — 0.86) x 100% = —14%).

15.1.3 Logistic Regression with Rare Events Data

Researchers have addressed problems in the statistical analysis of rare events
data using logistic regression or binary probit. In the social and epidemiolog-
ical sciences, there are dozens to thousands of times fewer ones (events) than
zeros (non-events), for example in the analysis of wars, coups, presidential ve-
toes and infections by uncommon diseases. In database marketing, response
rates below 1% are not unusual. When applied to rare events data, logistic
regression or binary probit can under-estimate customer response probability.

Statistically, the problem emerges from the fact that the statistical prop-
erties of linear regression models are invariant to the (unconditional) mean
of the dependent variable. But the same is not true for logistic regression or
binary probit (King and Zeng 2001). In fact, King and Zeng show that for
the logistic regression model, when the mean of a binary dependent variable,
or the frequency of events in the data, is very small, parameter estimates of
logistic regression become more biased and predicted response probabilities
become too pessimistic. There are two intuitive explanations for this. (1) King
and Zeng argue that in rare events data, there are plenty of values available
for the independent variables to understand the circumstances that cause a
non-event, however, there are far fewer to understand the circumstances that
cause an event. Those few values do not fully cover the tail of the logistic dis-
tribution, and so the model infers that there are fewer circumstances under
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which the event will occur, resulting in an under-estimate of the probability
the event occurs. King and Zeng show that the primary manifestation of this
is downward bias in the constant term of the logistic regression.! (2) Para-
metric link functions such as those used for logit or probit lack flexibility.
Logit and probit models assume specific shapes of the underlying link func-
tion (see Fig.15.1), implying a given tail probability expression that remains
invariant to observed data characteristics. As a result, these models cannot
adjust for the case when there are not enough observations to fully span the
range needed for estimating these link functions (see Kamakura et al. (2005)
for further discussion).

The bias in logistic regression with rare events is potentially very impor-
tant because it suggests that taking predicted logistic response probabilities
literally under-estimates the actual likelihood of response. Too many cus-
tomers will be deemed unprofitable and the firm will incur an opportunity
loss by not contacting many customers who would have been profitable (a
“Type IT Error” as described in Chapter 10, Sect. 10.3.5.4).

Researchers have proposed three approaches to overcome the problem with
using logistic regression (or probit) to analyze rare events data. These are all
statistical approaches aimed at calculating unbiased individual-level predic-
tions. When applying predictive models at the n-tile level, it is practical to use
each n-tile’s actual response rate as the prediction for customers in that n-tile
(see Chapter 10, Sect. 10.3.5.1). Turning now to the statistical approaches to
calculating unbiased individual-level predictions, the first is to adjust the co-
efficients and the predictions of the estimated logistic regression model. King
and Zeng (2001, p. 147) describe how to adjust the maximum likelihood
estimates of the logistic regression parameters to calculate “approximately
unbiased” coefficients, 5. When the B’s are inserted into the logistic equation
for a given customer’s set of independent variables, X;, the resulting pre-
diction is called 7;. King and Zeng then derive the following adjustment to
predicting the probability of an event using logistic regression when events
are rare:

P(Y; =1) = 7; + (0.5 — )7 (1 — 7)) X Var(6) X (15.6)
where Var(B) is the estimated variance/covariance matrix of the estimated
coefficients. First, since we are dealing with rare events data, 7; will be small
and so predictions using Equation 15.6 are adjusted upwards. Second, to the
extent that we have a very large sample size, we have more information,
Var(B3) will be relatively small, and there is less need for adjustment.?

1 King and Zeng note that logistic regression coefficients estimated using maximum like-
lihood are biased but consistent. However, the bias tends toward zero if observations
are randomly sampled and the percentage of events approaches 50%. This makes sense
given our intuitive explanation for the bias.

2 Software for implementing these adjustments, called “Zelig,” is available at Professor
King’s website, http://gking.harvard.edu/stats.shtml. We thank Professor King for his
insights on this issue and for making his software available.
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A second approach to addressing the bias issue is “choice-based sampling.”
In choice-based sampling, the sample is constructed based on the value of
the dependent variable. For example, if we were constructing a predictive
model for customer churn, we would gather all the churners and all the non-
churners, then randomly select 10,000 churners and 10,000 non-churners. The
intuitive appeal of choice-based sampling is that we now have an equal (or at
least more well-balanced) number of churners and non-churners, so being a
churner is no longer a rare event. The problem is that choice-based sampling
may induce a selection bias regarding the independent variables because there
may be unobserved factors that systematically produce different distributions
of independent variables for churners and non-churners (King and Zeng 2001;
Donkers et al. 2003).

As a result, choice-based sampling produces biased results and correc-
tions must be undertaken. One of the popular ones is “Weighted Exogenous
Sampling Maximum-Likelihood” (WESML), developed by Manski and Ler-
man (1977) (see Singh (2005) for an application). King and Zeng (2001)
propose a simpler technique they find is equivalent to other econometric so-
lutions, and show that it performs similarly to WESML, although acknowl-
edge that WESML can be more effective with large samples and with func-
tional form misspecification. The King and Zeng adjustment is only to adjust
the constant term in the maximum-likelihood-estimated logistic regression

model:
hamh ()]

where BO,adj is the adjusted constant term, ﬁo is the MLE estimate of the
constant term, 7 is the percentage of “1’s” (i.e., churn, respond, etc.) in
the population, and g is the fraction of 1’s in the choice-based sample. For
example, 7 might equal 2% but 7 could equal 50%. One can see that since
T < ¥, the adjusted constant term will be smaller than the MLE-estimated
constant term.

Donkers et al. (2003) investigated the similar issue and derived the adjust-
ment factor to the constant term of the logistic regression. Their adjustment
formula is identical to Equation 15.7 except that they did not consider the
population (or prior) percentage. That is, Bo,adj =Gy — In[g/(1 —7)].

Research is needed to investigate WESML as well as King and Zeng’s
adjustment in a database marketing context, and to find the conditions under
which random sampling (with King and Zeng’s adjustment Equation 15.6) is
preferred to choice-based sampling (with either King and Zeng’s adjustment
Equation 15.7 or WESML). See Ben-Akiva et al. (1997) for further discussion
and cautions regarding choice-based sampling.

A third approach to addressing the rare-events problem is to relax the logit
or probit parametric link assumptions, which can be too restrictive for rare
events data (Bult and Wansbeek 1995; Naik and Tsai 2004). Naik and Tsai
(2004) proposed an isotonic single-index model and developed an efficient
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algorithm for its estimation. Different from the logistic regression or probit
model, its link function is flexible so that it encompasses all proper distrib-
ution functions and identifies the underlying distribution using information
in the data rather than imposing a particular shape. More work is needed to
investigate Naik and Tasi’s method in a database marketing context.

15.1.4 Discriminant Analysis

Database marketers frequently use discriminant analysis as an alternative
to logistic regression or probit in analyzing binary response data. Discrim-
inant analysis is a multivariate technique identifying variables that explain
the differences among several groups (e.g., respondents and non-respondents
to mailing offers) and that classify new observations or customers into the
previously defined groups.

Discriminant analysis involves deriving linear combinations of the indepen-
dent variables (B'X) that will discriminate between a priori defined groups
(e.g., responders and non-responders). The weights, called discriminant co-
efficients, are estimated in such a way that the misclassification error rates
are minimized or the between-group variance relative to the within-group
variance is maximized. Once the discriminant weights  are determined, the
discriminant score (y; = B’x;) for each customer i can be obtained by mul-
tiplying the discriminant weight associated with each independent variable
by the customer’s value on the independent variable and then summing over
the set of independent variables. The resulting score for each customer can
be transformed into a posterior probability that gives the likelihood of the
customer belonging to each group.

We apply the discriminant analysis into the credit scoring data in the pre-
vious section where a logistic regression was applied. The dependent variable
is binary (i.e., ¥; = 1 if customer i defaults and Y; = 0 if not). And there
are two independent variables, annual income x; and marital status xo. The
discriminant function (d) is estimated to be d = —0.02x; + 1.87x5. That is,
the discriminant coefficient is —0.02 for x1 and 1.87 for x5. Among defaulters
whose Y; is equal to 1, the mean value of x; is 30 and the mean of x5 is 0.7.
Among non-defaulters whose Y; is equal to 0, the mean value of z; is 50 and
the mean of x5 is 0.3. Hence, the average discriminant score of defaulters is
ddefauiters = (—0.02)(30) 4 (1.87)(0.7) = 1.249 while the average discriminant
score of non-defaulters is dyon-defauiters = (—0.02)(50) + (1.87)(0.3) = 0.469.
A single customer with annual income of $40,000 is classified as a defaulter
because her or his discriminant score is (—0.02)(40) + (1.87)(1) = 1.79, which
is greater than the midpoint of dgefauiters a0d dnon-defautters(= 0.859).

There are many studies on the relative performance of logistic regression
and discriminant analysis in the analysis of binary dependent variables. In
terms of computational burden, discriminant analysis is better. Ordinary
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least squares can be used to estimate the coefficients of the linear discrimi-
nant function, while nonlinear optimization methods are required to estimate
the coefficients of the logistic regression (Maddala 1983). However, computa-
tional simplicity is no longer an adequate criterion, considering the high-speed
computers available now.

Amemiya and Powell (1983) found that if the independent variables are
multivariate normal, the discriminant analysis estimator is the maximum-
likelihood estimator and is asymptotically efficient. On the other hand, the
discriminant analysis estimator is not consistent when the independent vari-
ables are not normal, but the logistic regression is and therefore more robust.
Press and Wilson (1978) compared the performances of these two estima-
tors in terms of the number of correct classification when the independent
variables were dummy variables, and thus the assumption of normality was
violated. They found that the logistic regression did slightly better than dis-
criminant analysis.

15.2 Multinomial Response Model

Multinomial response models generalize binary response models to the situ-
ation of more than two possible outcomes or choice alternatives. Hence, the
dependent variable for the multinomial response model takes more than two
values. For example, consider a customer’s choosing a brand of a car among
J alternative brands. The consumer response will be the choice of the first
brand (Y = 1), the second brand (Y = 2), or the Jth brand (Y = J).

It is much more complex to estimate multinomial response models than
binary response models. However, the fundamental concepts, including the
interpretation of results are identical. Marketers have frequently employed
a multinomial logit model in analyzing multinomial response (or choice)
data because it is mathematically more tractable. However, the multinomial
logit fundamentally has a structural problem called the ITA (Independence of
Irrelevant Alternatives) property (Maddala 1983; Hausman and McFadden
1984). The multinomial probit model avoids the IIA problem but it is com-
putationally intense. More recently, McCulloch and Rossi (2000) proposed
a simulation-based estimation technique called Gibbs sampling to overcome
the computational problem of the multinomial probit model.

A multinomial logit is similar to a binomial logit, except that the number
of choice (or response) alt